MS 110

School of Management Studies and Commerce

Research Methodology

Block I Introduction to Research Methodology
Block Il Methods of Data Collection




MS 110

Research Methodology

Block — |
Block Title- Introduction to Research Methodology
Block — 11
Block Title- Methods of Data Collection

UTTARAKHAND OPEN UNIVERSITY
SCHOOL OF MANAGEMENT STUDIES AND COMMERCE
University Road, Teenpani By pass, Behind Transport Nagar,
Haldwani- 263 139
Phone No: (05946)-261122, 261123, 286055
Toll Free No.: 1800 180 4025
Fax No.: (05946)-264232, e-mail: info@uou.ac.in, som@uou.ac.in
Website:http://www.uou.ac.in
Blog Address: www.blogsomcuou.wordpress.com



mailto:info@uou.ac.in
mailto:som@uou.ac.in
http://www.uou.ac.in/
http://www.blogsomcuou.wordpress.com/

Board of Studies

Professor O. P. S. Neg,
Vice-Chancellor,
Uttarakhand Open University
Haldwani

Professor Amit Joshi,
Head, Department of Management Studies
Kumaun University, Campus Bhimtal

Professor H. C. Purohit
Head, Department of Management Studies
Doon University, Dehradun

Dr. Gagan Singh
Department of Commerce
Uttarakhand Open University, Haldwani

Professor Girija Prasad Pande

Director School of Management Studies and
Commerce, Uttarakhand Open University,
Haldwani

Professor Rajeev Shukla,
School of Management Studies,
IGNOU, New Delhi

Dr. Manjari Agarwal,
Department of Management Studies
Uttarakhand Open University, Haldwani

Dr. Sumit Prasad
Department of Management Studies
Uttarakhand Open University, Haldwani

Programme Coordinator

Dr. Manjari Agarwal

Assistant Professor,

Department of Management Studies
Uttarakhand Open University, Haldwani

Units Written by Unit No.
Dr. Hitesh Kumar Pant 1,2,6,8,9,11,
Assistant Professor 12 &13
Department of Management Studies

Kumaun University Campus Bhimtal- 263136

Bhimtal,Nainital

Dr. Vikas Deep

Assistant Professor (Management) 3,4 &5

University School of Business Studies

Punjabi University, Talwandi Sabo -151302

Punjab

Professor S. P. Singh,
Former Professor
Faculty of Management Studies (FMS)

Gurukula Kangri Vishwavidyalaya, Haridwar

Dr. Namita Soni Sugandhi
Professor

Mahakal Institute of Management, Ujjain

10



Editor

Dr. Manjari Agarwal

Assistant Professor,

Department of Management Studies,

School of Management Studies and Commerce
Uttarakhand Open University, Haldwani

Cover Design

Cover Page Image & Design Dr. Manjari Agarwal

Cover Page Image Original Author: Nick Youngson -
License: Creative Commons 3 - CC BY- http://www.nyphotographic.com/
SA 3.0

Attribution: Alpha Stock Images -
http://alphastockimages.com/

Original Image:
http://www.picpedia.org/clipboard/researc
h.html/ last accessed 8/4/2020 5:00 p.m.

ISBN : 978-93-85740-16-9
Copyright : Uttarakhand Open University
Edition : 2020 (Restricted Circulation), Reprint (2023)

Published by  : Uttarakhand Open University, Haldwani, Nainital — 263139
Printed at : (Name of the Printer)


http://www.picpedia.org/clipboard/research.html/
http://www.picpedia.org/clipboard/research.html/

Block |
Introduction to Research Methodology




MS 110 Research Methodology Uttarakhand Open University

UNIT 1 RESEARCH AND IT’S RELEVANCE FOR
MANAGEMENT

1.1 Introduction

1.2 Objectives

1.3 Fundamental Meaning of Research

1.4 Meaning of Research Philosophy

1.5 Business Research Concept

1.6 Meaning and Purpose of Research

1.7 A Brief about Classification of Research
1.8 Need of Research Management

1.9 Managerial value of Business Research
1.10 Types of Research

1.11 Summary

1.12 Glossary

1.13 Answer to Check Your Progress

1.14 Reference/ Bibliography

1.15 Suggested Readings

1.16 Terminal & Model Questions

1.1 INTRODUCTION

Research is the systematic manner of way of questioning. It’s the way of thinking what you
want to do. It does mean it’s the way of questioning what you want to do. We can say that
research is the systematic investigation to find out answers of your problems. Research is
undertaken in most of the professions. It has the wider scope. As far as management is
concerned research can be applied as service provider, as a manager/ planner, as a service
provider and as a professional. Research can be applied in any functional area of management
like marketing, Human Resource Management and Financial management etc. To conduct a
study in management there is always need of understanding the concept of 4Ps they are
respectively people, programme, problem and phenomenon. The first P stands for study
population and last three Ps indicate subject areas. In most of the studies in management there
is always a combination of more than two Ps.
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1.2 OBJECTIVES

The objectives of this unit are as follow:

e To understand the meaning of the research

e To know about the need of the research in management.
e To understand applications of research in management.
e To discuss managerial value of business research.

1.3 FUNDAMENTAL MEANING OF RESEARCH

There are various ways by which the term “research” is defined in literatures. Literally a
research is the systematic investigation and study of area of problem or area of interest. It is a
process which starts with the analysis of a situation itself to find out the causes of
characteristics of the problem situation. The situation may be related to anything. For an
organization the situation may be related to the problem of absenteeism of employee or
assessing the customers’ satisfactions to take suitable decision. The manager needs impartial
assessment of the nature of the problem and on the basis of suggested assessment, manager
has to take decision.

Suppose you are working in the field of professional institutes of management you may be
assistant professor, associate professor or professor in any institute. You may have the
responsibility of counsellor, administrator or planner. N number of questions can come in
your mind:

e How many subjects | have to teach per day?

e What would be the appropriate method to resolve the dispute of the student union?

e What kind of tactics to be implemented to make students aware towards certain
disease?

e What model of teaching to be executed in the class so that maximum attention of the
students can be ensured?

e How the subjects to be assigned to the faculty members so that maximum utilization
of the faculty members can be ensured?

e What kind of the possible course of action would be implemented for getting
maximum participation of students in the classes?

e How pure thoughts can be transformed among the students?

e How their habits can be improved?

e How their behaviour can be changed?

e How their value system can be improved?

The research is conducted by the researcher. Researcher is a person who is doing research
work by investing the situation and supposed to draw a valid conclusion related to the
situation. Research work involves a scientific exploration and investigation of defined
situation. The scientific study and investigation is carried out by researcher by using
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standardized tools and techniques as provided in the subject matter of “Research
Methodology™.

Research in common parlance refers to a search for knowledge. One can also define research
as a scientific and systematic search for pertinent information on a specific topic. In fact,
research is an art of scientific investigation. The Advanced Learner’s Dictionary of Current
English lays down the meaning of research as “a careful investigation or inquiry especially
through search for new facts in any branch of knowledge.” Redman and Mory define
research as a “systematized effort to gain new knowledge.”

Now you have understood the meaning of research. As the word “research” has been defined
from various perspectives it would be useful to interpret various definitions of research to
understand its characteristics from different perspectives. Some definitions of research are as
follow-

e Research is a diligent and systematic inquiry or investigation into a subject in order
to discover facts or principles.

e Research could also be defined as the scientific investigation of phenomena which
includes collection, analysis, interpretation and presentation of data according to
defined objectives to draw conclusions.

e Research is a structured enquiry that utilizes acceptable scientific methodology to
solve problems and create new knowledge that is generally applicable.

1.4 MEANING OF RESEARCH PHILOSOPH

The word research methodology is used to describe set of tools and techniques used in
research method(s). Methodology is a complete science of research method to be followed.

A research philosophy is a belief about the way in which data about a phenomenon should be
gathered, analysed and used. There are two terms that encompasses various philosophies of
research approach. These are

e Epistemology: It deals with “what is known to be true”?
e Doxology: It deals with “what is believed to be true”?

Two major research philosophies have been identified in the western tradition namely
positivist (sometimes called scientific) and interpretivist (also known as anti -positivist)

e Positivism: Positivists believe that reality is stable and can be observed and described
from an objective viewpoint (Levin, 1988), i.e. without interfering with the
phenomena being studied. They contend that phenomena should be isolated and that
observations should be repeatable. This often involves manipulation of reality with
variations in only a single independent variable so as to identify regularities in, and to
form relationships between, some of the constituent elements of the social world.
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Predictions can be made on the basis of the previously observed and explained
realities and their inter-relationships. "Positivism has a long and rich historical
tradition. It is so embedded in our society that knowledge claims not grounded in
positivist thought are simply dismissed as a scientific and therefore invalid”
(Hirschheim, 1985, p.33). This view is indirectly supported by Alavi and Carlson
(1992) who, in a review of 902 IS research articles; found that all the empirical
studies were positivist in approach. Positivism has also had a particularly successful
association with the physical and natural sciences.

There has, however, been much debate on the issue of whether or not this positivist
paradigm is entirely suitable for the social sciences (Hirschheim, 1985), many authors
calling for a more pluralistic attitude towards IS research methodologies (see e.g.
Kuhn, 1970; Bjgrn-Andersen, 1985; Remenyi and Williams, 1996). While we shall
not elaborate on this debate further, it is germane to our study since it is also the case
that Information Systems, dealing as it does with the interaction of people and
technology, is considered to be of the social sciences rather than the physical sciences
(Hirschheim, 1985). Indeed, some of the difficulties experienced in IS research, such
as the apparent inconsistency of results, may be attributed to the inappropriateness of
the positivist paradigm for the domain. Likewise, some variables or constituent parts
of reality might have been previously thought unmeasurable under the positivist
paradigm - and hence went unresearched, (after Galliers, 1991).

e Interpretivism: Interpretivists contend that only through the subjective interpretation
of and intervention in reality can that reality be fully understood. The study of
phenomena in their natural environment is key-factor to the interpretivist philosophy,
together with the acknowledgement that scientists cannot avoid affecting those
phenomena they study. They admit that there may be many interpretations of reality,
but maintain that these interpretations are in themselves a part of the scientific
knowledge they are pursuing. Interpretivism has a tradition that is no less glorious
than that of positivism, nor is it shorter Some perspectives which are associated with
research methodology are discussed in next section.

The word “research” refers to search of knowledge; a search for truth, a prolonged,
intensive and purposeful search. The goal of all research is progress. Research is largely a
matter of raising questions and then trying to find out the answer or solution to a problem.
RUSK writes,” research is point of view, an attitude of inquiry or a frame of mind. It
comprises defining and redefining the problems, formulating hypothesis or suggesting
solutions; collecting, organizing and evaluating data; making deductions and testing the
conclusions to determine whether they fit the formulated hypothesis”. Crawford writes,
“Research is a systematic and refined technique of thinking, employing specialized tools,
instruments and procedure in order to obtain a more adequate solution of a problem”.
Research is thus a systematic quest undiscovered truth.
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Significance of Research

Research assumes significance in the context of the following:
(@) Itenables to take decisions based on reliable and factual data.
(b) Itis logical and objective.
(c) It foresee the implications of particular phenomenon.
(d) It promotes social welfare and scientific development (temper).
(e) It facilitates prediction and helps in planning.
(f) It enables the researchers to be systematic and organized.

Characteristics of Research

Research has even discrete characteristics which taken together, comprise the particular
approach to probing for truth which we call research. They are:

(@) Research begins with the question in the mind of the researcher.

(b) Research demands the identification of the problem stated in clear unambiguous
terms, which a researcher seeks to solve.

(c) Research requires a definite plan (quantification).

(d) Research deals with the main problem through appropriate sub-problems.

(e) Research seeks direction through appropriate hypothesis.

(f) Research deals with fact and their meaning (interpretation).

(9) Research is a cyclic process.

Tools of Research

The resources available to expedite the means by which a researcher endeavors to accomplish
the research objectives and commonly grouped into five categories. These are called as tool
of research. They are:

(@ Information sources

(b) Statistical tools

(c) Computers

(d) Measurement techniques (quantification)

(e) Languages
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1.5 BUSINESS RESEARCH CONCEPT

Research began with a question what researchers come across of pursuing a certain thing. It is
a documented text work. It means structured study of a topic based on borrowed materials
with proper acknowledgement and consultation in the key part of the paper.

By the way of research, one can innovate or discover a certain thing innovate is a Latin word.
Innovation is the new way of introducing something; whereas to discover is to be the first to
find out something unknown.

Management research broadly falls into the category of social science. Other different types
of research are under the purview of physical science research. Management, statistics,
commerce, economics, psychology etc. are the social science subjects, as here the study
reveals the need of the society based on certain trends.

It is important to begin with the understanding of research and its methodology. With
questions like what is research? What is the importance of research? What are the meaning
and benefits of research methodology? The study explains scientific methods and its basic
postulates, qualities of good research, steps in conducting a research, ethics involved in
research and types of research and research design.

Management research may be fundamental in nature, crucial to the development of a new
concept on any particular area. Here, we can study contradict, modify or alter for the
betterment of existing theories as well as practices.

For example, logistics has its focus on material handing stocks and movements in one part of
the supply chain or maximum to the movement from supplier to customer. Its aim is to
maximize cost and improve customer service for one actor in the chain. Supply chain is the
new concept of the logistics and has a broader view and focuses on the total value chain (say,
from seed to cotton, cotton to yarn ,yarn to fabrics, fabrics to ready to use products, ready to
use products to customer) and tries to optimize the total value added by the chain.

Here to be noted that there are also certain other disciplines of research where we can simply
develop ant theory or where we cannot put our contribution into the development of certain
basic concepts.

Research unless it is understood in its right spirit cannot be taken into account with success.
Research then becomes more of a passion to the researchers then just a mere source of career
growth.

It is observed that most of us are interested in research to fulfil our career progress. In this
manner, certain researches are carried out in a routine way. The research should have the
natural interest in work. A researcher is one who performs research, the search for the
knowledge sincerely and seriously or in general any systematic investigation to establish
facts.
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1.6 MEANING AND PURPOSE OF RESEARCH

The most quoted definition of paradigm is given by Thomas Kuhn's (1962, 1970) concept in
The Nature of Science Revolution. It is defined as the underlying assumptions and
intellectual structure upon which research and development in a field of inquiry is based.
According to Patton (1990) a paradigm is a world view, a general perspective, a way of
breaking down the complexity of the real world.

Paradigm is also considered as an interpretative framework, which is guided by "a set of
beliefs and feelings about the world and how it should be understood and studied.” (Guba,
1990). Denzin and Lincoln (2001) listed three categories of those beliefs:

i.  Ontology: In general, ontology refers to the study or concern about what kinds of
things exist within society.

i. Epistemology: Epistemology deals with the issue of knowledge, and specifically,
who can be a ‘knower’. It describes the relationship between the inquirer and the
known. It is defined Gall, Borg, & Gall(1996) as the branch of philosophy that
studies the nature of knowledge and the process by which knowledge is acquired
and validated

iii. Methodology: It is concerned with “how do we know the world, or gain
knowledge of it”? Methodology is a series of choices that describes followings

e Choices about what information and data to gather
e Choices about how to analyze the information and data that you gather
e Other methodological choices

When challenging the assumptions underlying positivism, Lincoln and Guba (2000) also
identified two more categories that will distinguish different paradigms, i.e. beliefs in
causality and oxiology. The assumptions of causality assert the position of the nature and
possibility of causal relationship; oxiology deals with the issues about value. Specific
assumptions about research include the role of value in research, how to avoid value from
influencing research, and how best to use research products (Baptiste, 2000).

Dill and Romiszowski (1997) stated the functions of paradigms as follows:

o Define how the world works, how knowledge is extracted from this world, and
how one is to think, write, and talk about this knowledge

o Define the types of questions to be asked and the methodologies to be used in
answering

e Decide what is published and what is not published
e Structure the world of the academic worker

« Provide its meaning and its significance
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Research has been defined in various ways by different authors. Like L.V Redman and
A.V.H Mory in their books ‘the Romance of Research’ explain research as “systematized
effort to gain new knowledge”.

D. Slesinger and M. Stephenson in ‘the Encyclopedia of Social Sciences’ describe research as
“management of things, concepts or symbols for the purpose of generalizing to enlarge,
correct and verify the knowledge, whether that knowledge aids in construction of theory in
the practice of an art”.

Research is an innovative contribution to existing basket of knowledge, making for its
improvement. It is the hunt of truth with the help of study, finding observation and
comparison experiment.

1.7 ABRIEF ABOUT CLASSIFICATION OF RESEARCH

As there are many ways of classifying research. However, studying the various characteristics
of the different types of research helps us to identify and examine the similarities and
differences. Research can be classified according to the:

e Purpose of the research — The reason why it was conducted.
e Process of the research — The way in which the data were collected and analysed.

e Logic of the research — Whether the research logic moves from the general to the
specific or vice versa.

e Outcome of the research — Whether the expected outcome is the solution to a
particular problem or a more general contribution to knowledge. For example, the
aim of your research project might be to describe a particular business activity

(purpose) .

Types of Research Basis of Classification

Exploratory, descriptive, analytical | Purpose of the Research
or Predictive Research

Quantitative or Qualitative Research | Process of the Research

Applied or Basic research Outcome of the Research

Deductive or Inductive research Logic of the Research
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1.8 NEED OF RESEARCH MANAGEMENT

With the help of these headings we can define significance of research management under:

1) Nature of Research
2) Motivating factors of Research in Management

3) Difficulties of Research in Management

(1) Nature of research

In this regard a detailed discussion has already been made in above sections.

(2) Motivating factors of research management
a) Curiosity about unknown

Curiosity is a natural instinct in the human being. We always try to investigate about the
facts which are unknown to us and it leads to a research.

b) New product development

Every business organization strives for new product development or modification of
their existing products. This also resulted into result program me.

c) Desire to understand the cause and effect of the problem

More and more research is undertaken to dispel doubts and uncertainties which result
from inadequate conceptions of underlying factor shaping business processes. People
want not only an account of event but want to know how they happened.

d) Appearance of novel and unanticipated situations

Man is often faced with many acute and difficult social problems. An ordinary person
reacts emotionally to these, but scientist sets down dispassionately to find out there cause
and thus evolves a lasting solution to such intricate problems. In quite a large number of
cases such problems have inspired the scientist to go into their detail and study the basic
factors causing these problems.

e) Desire to discover and test old scientific procedure as an efficient way to gain
useful and fundamental knowledge

Such research is not in fact a research in social phenomena, but a research in techniques
or methods used in research. A number of such researches have been made to evolve
better and most refined techniques for dealing with problems. Later on there has been
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growing emphasis upon the use of quantitative or statistical methods in the research in
order to make it more definite and mathematically precise.

f) Completion of degree

Management students undertake research for the completion of degree.

(3) Difficulties of Research in Management
a) Complexity of data

Human behavior is influenced by so many factors, physical, social, temperamental,
psychological that observes is simply confused at the complexity of data. It is difficult
for him to locate any order, sequence or law in such a confused any complex behavior.

b) Unpredictability

One of the characteristics of science is its predictability. In case of physical science, a
remarkable degree of predictability has been achieved. The laws of physical science are
true for all times under given circumstances. But it is not so in case of social phenomena.
Social behavior is sufficiently irregular and unpredictable. Personal moods and whims
dominate the actions of human beings that we can never be quite sure what they would
do under certain given circumstances.

c) Subjectivity and intangibility

Social phenomena are known only symbolically through words representing such
phenomena as traditions customs attitudes, values and the whole realm of so called
subjective world. Because of this lack of objectivity, the verification may visualize
abstract and subjective things like custom, attitude etc. in the same manner.

d) In capability of research

Results of the research are very much depends on the ability of the researcher. If result is
capable of being deal through empirical methods, it also affects the quality of the result.

e) Heterogeneity

It is generally argued that no two persons are alike and therefore the conclusions are
drawn from study of anyone case may not be applicable to other cases.

In this section we shall try to explain the practical uses of research in business and
commerce. Business environment needs careful study of the situation for taking
decision. Research can help in the effort to investigate a specific problem encountered in
the business and commerce to take rational decision for solving the problems. In other
area of study research could be used to update the existing knowledge of the subject
matter. Research is important in each and every field. Research helps us to know that
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how our business is running and it also helps us to know that what all changes we have
to do in our business to earn more profit.

We can summarize the need of research as follow.

e To improve quality of life by updating the existing knowledge of the area of
study

e To help manager to take rational and good decision
e Effective business plan for product launching
e Getting feedback from customers for marketing planning

Research may be used in basic area of knowledge or in applied area of, depending upon
the purpose of the research. In basic area of study a research is oriented towards search
and validation of new concepts and theories to update the related knowledge. In case of
applied area research is used to solve specific business problem.

1.9 MANAGERIAL VALUE OF BUSINESS RESEARCH

Research help managers determine if problems exist determine the root cause of those
problems; applied to scientifically proven solutions to commonly occurring problems and
finally determine the efficiency or effectiveness of the applied decisions and solutions.

Research inheritantly involves collecting data for a problem, analyzing the data scientifically
from being an art. Although management will always depend on the skill and experience of
the manager, using research based scientific methods makes it less so and makes decision
making more repeatable.

Whenever managers are faced with the responsibility of making decisions, they fall back on
their prior experience in similar situations or an advice from peers and seniors. Another good
source that can help mangers gets this advice or opportunity to learn more from others
experience in similar situations is published research. By using the results from applied
scientific research in a problem domain, a manger can take important and strategic decisions
with the satisfaction of knowing that the other people have done this earlier and it has been
proven to be scientifically correct. Similarly, reading published research and case studies,
managers can learn about, common mistakes and pitfalls that they would otherwise have had
to learn the hard way through making mistakes and gaining experience.

A good example of the above is in area of human resource management. Most of the large
companies now-a day’s employ well research models of measuring employee morale and job
satisfaction. This help companies get data backed information about what their employees
need, what is good about the companied personal policies and what is lacking. These methods
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of judging employee morale and evaluating management effectiveness are well researched
and have been applied over again across the globe.

Another famous example of applied research is in the manufacturing industry. Toyota, the
famous Japanese car manufacturer, gave the world a well-researched model for managing the
manufacturing process called “Lean”. Toyota used data-backed metrics to reduce waste and
continuously improve the production flow. Later on this model was picked up and applied not
just by other car manufacturers across the world but by order completely unrelated industries,
such as the software industry.

“Lean”, however, also provides a good example of how research cannot be assumed to be a
silver bullet to all problems. The application of the lean method of management was found to
be a spectacular failure when applied to the London Heathrow Terminal.

This unit describes the meaning, concept and components of research. It covers the purpose
of research proposal along with the process of research. By developing the research questions
learners can be correlated answers of their questions into different types of state of natures.
Following diagram is being provided for your reference. The important considerations of the
diagram are as below:

e Management Dilemma
e Management Question
e Research Question

e Investigative Question
e Measurement Question
e Management Decision

Management E What 15 the recommended course of

Decision action, given the research findings?

Measurement s What should be asked or observed to obtain the

Questions information the manager needs

Investigative 1 What does the manager need to know to choose the

Questions best alternative from the available courses of action?
R . What plausible courses of action are available 10
escarch o
i management to correct the problem or take advantage
Questy s ) ) )
. os) o of the opportunity, and which should be considered
Mamigement How can management eliminate the negative symptoms
Question How can management fully capitalize on an opportunity
Management What symptoms cause management concern? What
- ’ ' &
Dilemma environmental sumuli raise management interest?
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Check Your Progress-A

Choose the correct alternative.
1. All Research process starts with;

a) Hypothesis
b) Experiments of test hypothesis
¢) Observation
d) All of these

2. Which of the following is NOT the characteristic of a research?
a) Research is systematic.
b) Research is not passive.
c) Research is not a process.

d) Research is problem oriented.

3. Which of the following statement is correct?

a) Discoveries are researches

b) Researches lead to discovery

c) Invention and Research are related
d) None of the above

4. One of the following is not a quality of researcher:
a) Keenness in enquiry
b) She/ He must be of alert mind
c¢) His/ Her assertion to outstrip the evidence

d) Unison with that of which s/he is in search

5. Which of the following options are the main tasks of research in modern society?

a) to discover new things

b) to keep pace with the advancement in knowledge

c) to systematically examine and critically analyse the investigations/sources with
objectivity

d) All of the above
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1.10 TYPES OF RESEARCH

A brief categorization and detailed explanation of types of research with suitable examples is
being provided following manner:

Descriptive vs. Analytical: Descriptive research includes surveys and fact-finding enquiries
of different kinds. The major purpose of descriptive research is description of the state of
affairs as it exists at present. In social science and business research we quite often use the
term EX post facto research for descriptive research studies. The main characteristic of this
method is that the researcher has no control over the variables; he can only report what has
happened or what is happening. Most ex post facto research projects are used for descriptive
studies in which the researcher seeks to measure such items as, for example, frequency of
shopping, preferences of people, or similar data. Ex post facto studies also include attempts
by researchers to discover causes even when they cannot control the variables. The methods
of research utilized in descriptive research are survey methods of all kinds, including
comparative and correlational methods. In analytical research, on the other hand, the
researcher has to use facts or information already available, and analyze these to make a
critical evaluation of the material.

(ii) Applied vs. Fundamental: Research can either be applied (or action) research or
fundamental (to basic or pure) research. Applied research aims at finding a solution for an
immediate problem facing a society or an industrial/business organisation, whereas
fundamental research is mainly concerned with generalisations and with the formulation of a
theory. Research concerning some natural phenomenon or relating to pure mathematics are
examples of fundamental research. Similarly, research studies, concerning human behaviour
carried on with a view to make generalisations about human behaviour, are also examples of
fundamental research, but research aimed at certain conclusions facing a concrete social or
business problem is an example of applied research. Thus, the central aim of applied research
is to discover a solution for some pressing practical problem, whereas basic research is
directed towards finding information that has a broad base of applications and thus, adds to
the already existing organized body of scientific knowledge.

(iii) Quantitative vs. Qualitative: Quantitative research is based on the measurement of
quantity or amount. It is applicable to phenomena that can be expressed in terms of quantity.
Qualitative research, on the other hand, is concerned with qualitative phenomenon, i.e.,
phenomena relating to or involving quality or kind. For instance, when we are interested in
investigating the reasons for human behaviour (i.e., why people think or do certain things),
we quite often talk of ‘Motivation Research’, an important type of qualitative research. This
type of research aims at discovering the underlying motives and desires, using in depth
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interviews for the purpose. Attitude or opinion research i.e., research designed to find out
how people feel or what they think about a particular subject or institution is also qualitative
research. Qualitative research is especially important in the behavioural sciences where the
aim is to discover the underlying motives of human behaviour. Through such research we can
analyse the various factors which motivate people to behave in a particular manner or which
make people like or dislike a particular thing.

(iv) Conceptual vs. Empirical: Conceptual research is that related to some abstract idea(s) or
theory. It is generally used by philosophers and thinkers to develop new concepts or to
reinterpret existing ones. On the other hand, empirical research relies on experience or
observation alone, often without due regard for system and theory. It is data-based research,
coming up with conclusions which are capable of being verified by observation or
experiment. We can also call it as experimental type of research. In such a research it is
necessary to get at facts first-hand, at their source, and actively to go about doing certain
things to stimulate the production of desired information. In such a research, the researcher
must first provide himself with a working hypothesis or guess as to the probable results. He
then works to get enough facts (data) to prove or disprove his hypothesis. He then sets up
experimental designs which he thinks will manipulate the persons or the materials concerned
so as to bring forth the desired information. Such research is thus characterized by the
experimenter’s control over the variables under study and his deliberate manipulation of one
of them to study its effects. Empirical research is appropriate when proof is sought that
certain variables affect other variables in some way. Evidence gathered through experiments
or empirical studies is today considered to be the most powerful support possible for a given
hypothesis.

Besides these there are other types of specific researches, based on either the purpose of
research, or the time required to accomplish research, on the environment in which research
is done, or on the basis of some other similar factor. Form the point of view of time, we can
think of research either as one-time research or longitudinal research. In the former case the
research is confined to a single time-period, whereas in the latter case the research is carried
on over several time-periods. Research can be field-setting research or laboratory research or
simulation research, depending upon the environment in which it is to be carried out.
Research can as well be understood as clinical or diagnostic research. Such research follows
case-study methods or in-depth approaches to reach the basic causal relations. Such studies
usually go deep into the causes of things or events that interest us, using very small samples
and very deep probing data gathering devices. The research may be exploratory or it may be
formalized. The objective of exploratory research is the development of hypotheses rather
than their testing, whereas formalized research studies are those with substantial structure and
with specific hypotheses to be tested. Historical research is that which utilizes historical
sources like documents, remains, etc. to study events or ideas of the past, including the
philosophy of persons and groups at any remote point of time. Research can also be classified
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as conclusion-oriented and decision-oriented. While doing conclusion oriented research, a
researcher is free to pick up a problem, redesign the enquiry as he proceeds and is prepared to
conceptualize as he wishes. Decision-oriented research is always for the need of a decision
maker and the researcher in this case is not free to embark upon research according to his
own inclination. Operations research is an example of decision oriented research since it is a
scientific method of providing executive departments with a quantitative basis for decisions
regarding operations under their control.

After defining research from different perspectives and understanding the stages you have to
understand the characteristics of research and research methodology. Remember, while we
are describing characteristics of the research, we have considered research as a process that
involves various interconnected sequential activities. In day to day environment there are
various other activities that compel the individual (manager or researcher) to take decision.
Various activities would be considered as research only when it fulfills certain requirements.
We have identified these requirements of research by examining the definitions of research
presented in previous section. Now we can list the basic requirement of the investigation and
study as follow.

e Research is a systematic process of investigation and study.
e Research is universal in nature and it is used in all discipline of study.
e Research involves collection and analysis of data.

e Research involves scientific logics and reasoning in drawing inferences and
conclusion.

e Research is a cyclic process as end of a research leaves scope for further research.
e Research uses proven and standardised tools for data collection and analysis.
e Research is normally conclusive in nature.

As said earlier, research is a process and a process involves set of interconnected and
sequential activities. Every activity could not be considered as research. There are certain
characteristics of the activities associated with the research;

e Activities must be systematic: It implies that a set of logical sequences for activities
are followed in research.

e Activities must be controlled: It indicates that the factors and variables under study
are properly manipulated to infer the cause-effect relations between two variables. It
also explains that the researcher set up his research study in such a way that
minimizes the effects of other factors affecting the relationship between variables.

e Activities must be valid: It implies that the purpose for which the activities and
processes related to a specific research is carried out; those are able to do so.
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e Activities must be verifiable: This concept implies that whatever a researcher
conclude on the basis of his/her findings can be verified by you and others

e Activities must be rigorous: It means researcher must be scrupulous in ensuring that
the procedures followed to find answers to questions are relevant, appropriate and
justified. Although degree of rigor varies markedly for different types of research.

1.11 SUMMARY

In this unit learners will be able to understand fundamental meaning of research, how the
research methodology would be helping and guiding the students of management and other
streams. Further an attempt has been made for explaining business research concept.
Afterwards a discussion is being made to classification of research. By considering different
school of thoughts an effort was made to classify the research. One of the most important
aspects of the research methodology that is need of research management and managerial
value of business research is discussed in detail.

<
O <

B
@ 1.12 GLOSSARY

Concept- A concept is a generally accepted collection of meanings or characteristics
associated with certain events, objects, conditions, situations, and behaviors.

Theory: A theory is a set of systematically interrelated concepts.

Model: A Research Model refers to the design of research to be tested and assumptions of
complex relationships among the variables which are to be investigated.

Hypothesis: An assumption about certain characteristic of population to be tested
statistically.

Empirical: Originating in or based on observation or experience.

Ontology: In general, ontology refers to the study or concern about what kinds of things
exist within society

Paradigm: It refers to the school of thought which are followed to carry out the research

Epistemology: Epistemology deals with the issue of knowledge, and specifically, who can be
a ‘knower.
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1.13 ANSWER TO CHECK YOUR PROGRESS

a s wnNE

Choose the correct alternative
()
()
(b)
(c)
(d)
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? 1.16 TERMINAL QUESTIONS

QL. Explain how research helps in making better decision in the following areas:

@ Marketing Research

(b) Solving business and industry related operational problems
(©) Motivational Research

(d) Government policy and economic decision.

Q2. Define various objectives of research methodology.

Q3. What are the qualities of good researchers?

Q4. Write a short note on significance of research in management.

Q5. Discuss about the nature of research in management.

Q6. Define various motivating factors of research in management.

Q7. Write various difficulties and limitations of research in management.

Q8. Explain the principles of a good research
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Q9. Define the meaning of Research Methodology.

Q10. What do you mean by scientific thinking? Why scientific thinking is required for
a good research?

Q11. What is the scope of research in the present context of opening of national
economy and globalization of markets?

. ]
Unit 1 Research and its Relevance for Management Page 20 of 434



MS 110 Research Methodology Uttarakhand Open University

UNIT 2 NATURE AND SCOPE OF RESEARCH
METHODOLOGY

2.1 Introduction

2.2 Objectives

2.3 Nature of Research

2.4 Outlook of Research

2.5 Relevance of the Research

2.6 Steps in Research Process

2.7 Significance of Research

2.8 Formulation of Research Questions
2.9 Characteristics of an Ideal Research
2.10 Uncontrollable Problems in Research
2.11 Scope of Research Problems in Management
2.12 Summary

2.13 Glossary

2.14 Answer to Check Your Progress

2.15 Reference/ Bibliography

2.16 Suggested Readings

2.17 Terminal & Model Questions

2.1 INTRODUCTION

Various discipline of study requires updating in its existing knowledge with latest facts and
theories. To achieve this it is suggested to research the existing knowledge related to the
specific area of study. The word research is in use since immemorial and considered as an
important tool for updating the existing knowledge with latest facts. For the student of
commerce and business management, research methodology is an important subject of study.
Understanding of this subject helps the students in developing problem solving skills and
logical thinking to look into required aspects of the phenomena or situation to come out with
optimum and logical solution. This unit of research methodology explained the fundamental
concepts and approaches of research methods. This unit definitely will be helping to the
students of management to enhance the understanding of the processes and characteristics of
the research methodology.
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2.2 OBJECTIVES

After studying this unit, the learners will have deep understanding of the following topics:
e To understand the concept and meaning of research
e To understand the need of research
e To understand the process of formulation of research problem

e To understand the importance of scientific thinking in research

2.3 NATURE OF RESEARCH

Nature of research is the way we do things. Nature of research is the way of life we take
important decisions. Without it we are deluged with information. Now a day there is always a
significance of causal research. As far as causal researches are concerned there is great
implementation of non-experimental kind of studies in management.

Systematic and scientific investigation may either be innovation or a discovery or an enquiry.

For launching a product or presenting new ideas or exploring market or developing certain
areas, a descriptive study of its operation is needed. Studies are done with the help of the past
data, experiments, journals, magazines, website, CD-ROM, video etc.

Nature of research is the very characteristics of collection of extensive information and
modifying or transforming new ideas into reality. Each day of our life is research oriented
and calls for an introspection of events for betterment. The studies may be in various fields
e.g.; business, industries, human life etc.

Research can be undertaken within most of the professions. It can be explained by following
example. A professor comes to the department, once he /she is in the department he or she
may have several questions in his or her mind. How many classes | have to take? Are really
my students were satisfied by the lecture? What would be the best method to deliver my
lecture? How class can be made effective? What kind of skills is required to make students
creative? Many other questions can be incorporated in this example. A professor is able to
identify the answers of these questions he or she would be considered a good researcher.
This kind of way of questioning would also be made for other examples or disciplines.

Formal academic research differs from experimental research and may be more investigative
in nature. For instance, it may require us to learn about an area where we have little
knowledge or learning to learn. It may be library oriented or field oriented or laboratory
oriented, depending on the nature of research.
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(a) Systematic way

Research is a way of systematically solving the research problem. In management
research, a Researcher always plans his/her step in systematic manner.

(b) Scientific method

Research, in management, serves as a scientific basis for solving new facts.
Researchers attempt to achieve this by experimentation, observation, logical
argumentation and combination of three in different proportions.

(c) Verifiability

Conclusion of management drawn through a scientific method is subject to
verification at any time. Verifiability refers that the phenomena must be capable of
being observed and measured.

(d) Tools for new product development

Research is a management tool for new product development and modification of
existing products.

(e) Definiteness

Conclusion is arrived at as results of research are helpful in prediction and serve as an
aid for decision making.

(F) Objectivity

In research all things have to be objective and based on facts and internal conditions.
There is no space for subjectivity.

(9) Helpful in prediction

Conclusions that are drawn as a result of research are helpful in prediction and serve
as an aid for decision making.

(h) Basis for management principle

Research serves as basis for the development of new management techniques and
principles.

(i) Aid in decision making
Research helps managers in decision making under different circumstances.
(J) Relies on empirical evidence

Every research is composed of two parts — (1) technical aspects and (2) logical aspects.
First one deals with the collection of information and second comes at the time of
generalization on the basis of collected information.
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2.4 OUTLOOK OF RESEARCH

The first step to research is the investigation and making comprehension of the problem or
situation for study and exploration. After that the researcher tries to find out the causes for
that problem. Hence a research is a two stage processes involving following stages.

Stage 1: Analysis and understanding of characteristics of phenomena under study
Stage 2: Analysis and understanding of reasons for those characteristics
Research is also defined from different viewpoints. These viewpoints are as follow

Model: It refers to the different school of thoughts which are followed to carry out the
research

Access: It is all about the appropriate path a researcher can find answers of the research
questions to achieve the destination of the research journey.

Tools: It refers to the appropriate procedure, scientific techniques and tools and methods used
in research journey.

2.5 RELEVANCE OF RESEARCH

The relevance of the research depends upon the way you are carrying out your study. You
should have sound knowledge of about the subject area. You need to improve expertise
towards research methodology. Further whatever the research questions you framed for your
research enquiry then you must have precise kind of methodology to find answer of your
research questions.

The objectives of research can be understood by following manner:

e To understand the subject area clearly so that new insights can be obtained for the
phenomena.

e To enhance the understanding with regard to individuals, groups, organizations,
society, community etc so that they can be included into the study for generalizing the
findings of the study.

e To know about associated variables which can influence the outcome of the study.

e To establish the relationship between or among the variables and to ascertain the
direction of the variables.

2.6 STEPS IN RESEARCH PROCESS

In order to understand the research process a very simple model is taken into the
consideration. This model is associated to the blueprint of the research so long as we
understand it research journey.
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Define the problem & research objectives

|

Develop the Research Plan & Design

!

Collect the information

!

Analyze the information

!

Present the findings

Fig 2.1 Steps in Research Process

Step 1: Decide the subject area pursuant to your interest

Step 2: Develop the path for selected topic of subject area then make proper assessment of
your topic.

Step 3: Raise the research questions and formulate the objectives of your study
Step 4: Develop the methods for collecting the required Information.
Step 5: Compiling and organizing the information.

Step 6: Analysing the information by employing appropriate kind of statistical tools and
techniques.

Step 7: Drawing inferences and conclusion.

Step 8: Communicate the conclusion and findings.

2.7 SIGNIFICANCE OF THE RESEARCH

As In this section we shall try to explain the practical uses of research in business and
commerce. Business environment needs careful study of the situation for taking decision.
Research can help in the effort to investigate a specific problem encountered in the business
and commerce to take rational decision for solving the problems. In other area of study
research could be used to update the existing knowledge of the subject matter. Research has
more applications. It cannot be confined only towards the management but it has to be used
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not only business studies, humanities, social sciences, physical sciences but also in daily
professional lives. We can summarize the significance of research as follow.

e To improve quality of life by updating the existing knowledge of the area of study
e To help manager to take rational and good decision

e Effective business plan for product launching

e Getting feedback from customers for marketing planning

Research may be used in basic area of knowledge or in applied area of, depending upon the
purpose of the research. In basic area of study a research is oriented towards search and
validation of new concepts and theories to update the related knowledge. In case of applied
area research is used to solve specific business problem.

2.8 FORMULATION OF RESEARCH QUESTIONS

Let us now understand the steps of research process. The first step is always to the select
broader area of the study as per your interest. As far as the management students are
concerned they have plenty of scope to carry out their studies in major functional areas of
management like marketing, human resource management, financial management and many
others. Once the broader area of the subject is identified then it is required to dissect the
broader areas into the several sub areas then that sub area of the subject topic would be
selected in which researchers and students of research methodology have understanding ,
information, knowledge. As a researcher if you are creating a path for your research journey
you are supposed to have very specific towards the selected topic. Then you are required to
raise and formulate the research questions. Research Question is a specific question about a
part of the research problem that will be investigated and answered by the researcher. A
researcher might have several questions about the problem. Among various questions, one
specific question from the interest is to be selected as research problem and can be answered
through systematic investigation, based on the fundamental principles of research.

The following points should be kept in mind while defining a research question:
1) The research question must be clear and there is no place for ambiguity.
2) The research question must be defined properly.

3) The research objectives are based on whatever the research question you have
developed. In order to achieve the objectives there is always requirement of proper
kind of exploration.

4) The researcher must ensure that sufficient data would be available for investigation
related to different areas of research question.

5) Proper scientific and statistical tools must be available to analyse the data related to
the research question.
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In order to develop a research question, a research interacts extensively with the decision
maker or users of the outcome of the research. The purposes of interactions are just to
validate the definitions of research problem and exploring various issues from broad research
problem. Among various research issues one specific issue is selected for defining the
research question. For example a manager is facing problem of decreased sales of the product
of his company. This is known as managerial problem to be addressed by the manger. The
concerning manager may be interested to explore the reasons for this problem. When the
manager interacts with a researcher, the researcher will try to understand the problem from
various perspectives such as

e What are the symptoms that considered by manager as “declining sales”

e What are the characteristics natures of the symptoms related to declining sales i.e
seasonal, erratic or continuous

e The researcher may ask to the manager to be specific about the mode of investigation
to know the reasons for declining sales.

Although it is advisable that the research problem as well as research question must be
properly understood and defined by the research as well as the decision makers.

2.9 CHARACTERISTICS OF AN IDEAL RESEARCH

Researchers are advised to inculcate following characteristics in their minds:
e Research should be precise and efficient
e Research should have authority
e Research must have the potency
e Rigorousness,
e Logicality,
e  Critical thought,
e  Objectivity and

Degree of Accuracy.
Some important terms defining the characteristics are explained here-
e  Systematic: The research should use valid procedures and principles.

e Reproducibility: The design should be valid with clear procedures so that others can
test the findings

e  Controlled: It refers to how variables are manipulated and controlled
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e Empirical and objective: It should be based on primary findings and direct
observations

e  Analytical and critical: Refers to valid logic and reasoning

e Degree of Accuracy: The findings must be valid and data must be accurate without
any manipulations

e  Originality: Contribute significantly by innovative and new thoughts.

Prerequisites of Selecting a Good Research Problem

Following points must be taken into the consideration before selecting a good research

problem:

Interest: interest is the prime factor which can influence the quality of the
research. If the researcher holds interest towards any subject area it does mean
more than 50% research problem can be solved. This is one of the significant
incentive through which a research problem can be made possible.

Magnitude: Researcher must know the significance of the study. Accordingly
they are required to manage the financial, human resource and time constraint
to get the favourable consequences.

Measurement of concepts: You must be aware about the parameters, their
indicators and their measurement so that meaningful type of results can be
established.

Level of expertise: As a researcher you must have skill, experience and you
are supposed to have expertise about the subject matter.

Relevance: Whatever the study you are carrying out, whatever the results you
drawn they must have relevance in the real life system.

Availability of data: Once the research problem is selected then immediately
it is required to know about the sources of the data. If the study is based on the
secondary data it is important to know about the source and format of the data.

Ethical issues: To carrying .out any study ethical issues are taken into the
consideration. Whatever the efforts you are making further they are subject to

Validity, reliability and authenticity.

2.10: UNCONTROLLABLE PROBLEMS IN RESEARCH

With the time the research become applied in nature as the developed theories and construct
are helpful in explaining the existing phenomena. Now a day, the quality of research is going
down as most of the researches are being deviated from the criteria of a good research. This is
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leading to problems with the research in current scenario. Some problems which are
associated with the research are listed here.

- Accuracy and Reliability of data are questionable.
- Biasness of the researcher.

- Scientific collection of data is questionable.
- Misinterpretation of data

- Time consuming

- Not in the interest of the person

- Lack of clarity of data

- Lack of valid and objective conclusion

- Lack of knowledge

- High cost

- Quantity of data

- Improper sampling and its size

- Source of data is questionable

- Lack of information

Above problems relating to substandard research and compromises in quality of research.
With the advent of internet and communication technology theft of research data (conducted
by other researcher) is a major problem of research leading to ethical issues.

In order to improve the degree of precision and to minimise the error which are mostly
uncontrollable.  Following school of thoughts and basic guidelines must be taken into the
consideration.

According to Schieldler & Cooper, research involves a lot of reasoning and a researcher must
develop a habit of sound reasoning for finding correct premises, testing the connection
between facts and assumptions and making claims based on adequate evidences. Scientific
thinking refers to the thought processes that are used in science, including the cognitive
processes involved in theory generation, experiment design, hypothesis testing, data
interpretation, and scientific discovery. Many of these aspects of scientific thinking involve
cognitive processes that have been investigated in their own right, such as induction,
deduction, analogy, expertise, and problem solving. In research scientific thinking is
extensively required to maintain the quality and objectivity in the research. Next section
discusses on the specific terms associated scientific thinking in the research.

When we do research, we seek to know what is in order to understand, explain, and predict
phenomena. The phenomena are to be defined and explained. In this regard various terms are
used.
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Concept- A concept is a generally accepted collection of meanings or characteristics
associated with certain events, objects, conditions, situations, and behaviors. Classifying and
categorizing objects or events that have common characteristics beyond any single
observation creates concepts. We use numerous concepts daily in our thinking, conversing,
and other activities. In research, special problems grow out of the need for concept precision
and inventiveness. We design hypotheses using concepts. We devise measurement concepts
by which to test these hypothetical statements. We gather data using these measurement
concepts. The success of research hinges on

(1) How clearly we conceptualize and
(2) How well others understand the concepts we use.

For example, when we survey people on the question of customer loyalty, the questions we
use need to tap faithfully the attitudes of the participants. Attitudes are abstract, yet we must
attempt to measure those using carefully selected concepts. The challenge is to develop
concepts that others will clearly understand. We might, for example, ask participants for an
estimate of their family’s total income. This may seem to be a simple, unambiguous concept,
but we will receive varying and confusing answers unless we restrict or narrow the concept
by specifying:

*  Time period, such as weekly, monthly, or annually.

. Before or after income taxes.

*  For head of family only or for all family members.

»  For salary and wages only or also for dividends, interest, and capital gains.
. Income in kind, such as free rent, employee discounts, or food stamps

Constructs- Concepts have progressive levels of abstraction, that is, the degree to which the
concept does or does not have something objective to refer to. An abstraction like personality
is much more difficult to visualize. Such abstract concepts are often called constructs. A
construct is an image or abstract idea specifically invented for a given research and/or theory-
building purpose. We build constructs by combining the simpler, more concrete concepts,
especially when the idea or image we intend to convey is not subject to direct observation.
Concepts and constructs are easily confused.

Definitions- Confusion about the meaning of concepts can destroy a research study’s value
without the researcher or client even knowing it. If words have different meanings to the
stakeholders involved, then the parties are not communicating well. Definitions are one way
to reduce this danger. Researchers struggle with two types of definitions: dictionary
definition and operational definitions. In the more familiar dictionary definition, a concept is
defined with a synonym. An operational definition is a definition stated in terms of specific
criteria for testing or measurement. These terms must refer to empirical standards (i.e., we
must be able to count, measure, or in some other way gather the information through our
senses). Whether the object to be defined is physical (e.g., a can of soup) or highly abstract
(e.g., achievement motivation), the definition must specify the characteristics and how they
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are to be observed. The specifications and procedures must be so clear that any competent
person using them would classify the object in the same way. Operational definitions may
vary, depending on your purpose and the way you choose to measure them. Here are two
different situations requiring different definitions of the same concepts:

Variables- In practice, the term variable is used as a synonym for construct, or the property
being studied. In this context, a variable is a symbol of an event, act, characteristic, trait, or
attribute that can be measured and to which we assign categorical values. There are various
types of variables broadly classified as dependent and independent. Schiendler and coopers
described the characteristics of these as follow.

Independent Variable Dependent Variable

Predictor Criterion

Presumed cause Presumed effect
Stimulus Response
Predicted from... Predicted to...
Antecedent Consequence
Manipulated Measured outcome

Many textbooks use the term predictor variable as a synonym for independent variable (1V).
This variable is manipulated by the researcher, and the manipulation causes an effect on the
dependent variable. We recognize that there are often several independent variables and that
they are probably at least somewhat “correlated” and therefore not independent among
themselves. Similarly, the term criterion variables used synonymously with dependent
variable (DV). This variable is measured, predicted, or otherwise monitored and is expected
to be affected by manipulation of an independent variable.

Proposition and Hypothesis- We define a proposition as a statement about observable
phenomena (concepts) that may be judged as true or false. When a proposition is formulated
for empirical testing, we call it a hypothesis. As a declarative statement about the
relationship between two or more variables, a hypothesis is of a tentative and conjectural
nature. Hypotheses have also been described as statements in which we assign variables to
cases. A case is defined in this sense as the entity or thing the hypothesis talks about. The
variable is the characteristic, trait, or attributes that, in the hypothesis, is imputed to the case.

Theory: A theory is a set of systematically interrelated concepts, definitions, and
propositions that are advanced to explain and predict phenomena (facts). In this sense, we
have many theories and use them continually to explain or predict what goes on around us.
To the degree that our theories are sound and fit the situation, we are successful in our
explanations and predictions. In marketing, the product life cycle describes the stages that a
product category goes through in the marketplace.
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2.11 SCOPE OF RESEARCH PROBLES IN MANAGEMENT

Business executive in each of the functional areas of management, viz, marketing,
production, finance, and personnel are confronted with several interacting decision-making
problems in their day to day operation. Many of these problems demand a systematic
research which will aid the executive to take optional and effective decisions.

Marketing
Different research topics studied under Marketing Management are:
e Product identification
e Demand estimation
e Demand —supply analysis
e Product development
e Market segmentation
e Media mix
e Sales promotion programme
e Product Launching
e Design of distribution channel
e Pricing
e Marketing strategy formulation
e Product differentiation and product positioning
e Packaging
e Design of advertisements
e Planning sales force
e Buying behavior
Production
Different research topics studied under Production Management are:
e [Forecasting
e Capacity planning
e Plant location
¢ Plant layout

e Line balancing
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e Line of balance

e Inventory control

e Aggregate planning

e Master production scheduling
e Materials requirements planning
e Single-machine scheduling

e Flow-shop scheduling

e Project management

e Maintenance management

e Quality control

e Work design

e Modern production system design, like JIT, computer integrated manufacturing,
flexible manufacturing, agile manufacturing, logistics management, total quality
management, etc.

Finance
Different research topics studied under finance management are:
e Models for break-even analysis of multi-product
e Economic evaluation of alternatives
e Study of financial parameters of organizations
e Capital budgeting
e Ratio analysis
e Portfolio managements
e Primary market study
e Secondary market study
e Balance of payment
e Inflation
e Deflation
e Economic growth model
Personnel

Different research topics studied under Personnel Management are:

e Manpower planning
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e Performance appraisal system

e Conflict management

e Study of organizational climate
e Design of incentive plans

e Leadership style

e Training methods

e Change management

e Negotiation and wage settlement

e Labour welfare study

The primary purpose of research is to gather information which will allow your company or
organization to make better, more improved decision. Management research is closely linked
to management concepts and different activities of the organization. Hence, the options of the
employees and customers are highly valued and useful aid in management research.

Importance and scope of research in management can be studied under three groups:
1) Environmental Research
2) Organizational Research
3) Market Research

(1) Environmental Research

For the success of the organizational environmental research is an inevitable step. For
organization it is very important to find out new ways for facing the environmental fears.
Under environmental research we can cover following areas of research:

(a) Competitive advantage

Organization generally conduct research for finding out different ways through
which they have competitive advantage over the competitors.

(b) Technical innovations

Another area of research is technological innovations. Organizations always strive
for usage of new technologies, processes and equipment.

(¢) Industrial fears
Every industry faces some fears which affect the existence of industry. All the
organizations conduct research for finding out ways in order to mitigate fear.

(d) Quality issues
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Another field which calls for research is quality. There is always a scope of quality
improvement and any organization which has better quality can change premium.

(e) New product development, also calls for research

(2) Organizational research

Second broad area of research in management is organizational research. It covers following
areas of research.

(a) Organizational effectiveness

In order to make more effective organizational structure design and control
organizations conduct research work on periodic basis.

(b) Operations
Organizations opt for research work in order to improve their work processes and
work sequences.

(c) Human resource management

Improvement in abilities and skills of employees, employee satisfaction, motivation,
etc. calls for the need of research in business/organizations

(3) Marketing research

Marketing research covers all aspects of marketing of goods and services. It is an activity
which links to customers to the market through information. Information used to define
marketing opportunities to generate refine and evaluate marketing actions and to improve
understanding of marketing as a process. There are various ways of classifying marketing
aspects into categories according to the activity involved such as:

(a) Product research

It deals with the design, development of new product, the viability of existing
products and estimating the demand in relation to ‘customers’ future preferences in
relation to style, product performance and competition.

(b) Sales research

It involves an examination of company’s selling activities. This is usually held by
sales outlet or marketing zones and is analyzed over a specified time period to enable
direct comparisons over time.

(c) Customer research

It deals with buyer’s behavior researching the economic, social and psychological
factors affecting decisions under different buying situations at the customer, trade or
industrial level. Such research covers the customer’s attitudes and perceptions and
impact of different marketing tactics that an organization may adopt in market.
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(d) Pricing research
It deals with decisions about the cost to the buyer of goods and services.
(e) Price research

It deals with the judgment of price changes, effectiveness of relative positioning and
to estimate demand in competitive market.

() Promotional research

It is concerned with testing and evaluating the effectiveness of the various methods
used in developing and promoting a company’s product service.

Marketing research provides decision maker with information that allows the
reduction of uncertainty surrounding business decision.

' |Check Your Progress-A

Choose the correct alternative.
1. The main purpose of research in education is to

a) Help in the personal growth of an individual.

b) Help the candidate become an eminent educationist.
c) Increase job prospects of an individual.

d) Increase social status of an individual

2. A hypothesis is;

a) A statement which serves as the basis for further investigation.
b) The methodical evaluation of research evidence.

c) A statement of the aims of an investigation.

d) All of these.

3. Randomized assignment is:

a) Sometimes done to data to allow cause and effect to be analyzed.

b) Applied to data to control for a confounding variable.

c) Applied to participant groups to control for a confounding variable.

d) Applied to participant groups to keep similar participants grouped together.

4. is a statistical index which describes the degree and
direction of the relationship between two characteristics or variables.
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a) Correlation
b) T-test
¢) Mean

d) Probability

2.12 SUMMARY

In this unit we have discussed about fundamental concept of research and research
methodology. Various terms associated with research methodology are discussed in this unit
so that the students can develop a solid foundation is self-paced learning. Research has been
defined as a process of systematic data collection and analysis to get new insight into the
problem. A brief introduction was also made regarding steps in research process, formulation
of research questions. An effort has also been to made purpose, nature, relevance and
significance of the study. In next unit we will discuss about types of data and data collection
in detail.

< 1
O
> <

a7

Tactics: The art or skill of employing available means to accomplish an end.

2.13 GLOSSARY

Premium: Something given as a reward, prize, or incentive.

Introspection: The examination or observation of one's own mental and emotional
processes.

2.14 ANSWER TO CHECK YOUR PROGRESS

Choose the correct alternative.
1. (b)

2. (a)

3. (0

4. (@)
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& 217 TERMINAL QUESTIONS
1. What is Marketing Research?
2. What is the Importance of Research Methodology?
3. Discuss the scope of Research Methodology.
4. . Define the following terms:

i. Research
ii. Research Problems
iii. Research Methods

iv. Research Methodology

o1

Distinguish between Research Methods and Research Methodology.

What are the characteristics of a research? Explain its significance in modern

times?

Discuss the factors motivating research.

Explain the principles of a good research

What is the scope of research in the present context of opening of national

economy and globalization of markets?

10. Explain the problem and limitations faced in conduct of research.

11. What do you mean by Model in a research? What are the types of research model?

12. What do you mean by Exploratory and Descriptive Research?

13. What do you mean by scientific thinking? Why scientific thinking is required for a
good research?

14. What do you mean by deductive and inductive reasoning? What is the importance

of these concepts in research?

S
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UNIT 3 RESEARCH PROCESS AND REVIEW OF
LITERATURE

3.1 Introduction

3.2 Objectives

3.3. Meaning of Research

3.4 Research Process

3.5 Review of Literature

3.6 Summary

3.7 Glossary

3.8 Answer to Check Your Progress
3.9 References

3.10 Suggested Readings

3.11 Terminal & Model Questions

3.1 INTRODUCTION

"Knowledge" basically pertains to facts based on objective insights and study findings
processed by the human brain. It can be acquired through various ways, such as reading
books and online articles written by educators, listening to experts, watching documentaries
or investigative shows, conducting scientific experiments, and interaction with other people,
among others. These facts can be checked to ensure truthfulness and accuracy by conducting
research. This unit will throw light on two very important concepts of research i.e. Research
Process and Review of Literature. The topics taught in this unit are relevant for students,
academicians as well as professionals.

3.2 OBJECTIVES

After studying this unit, the students will have deep understanding of the following topics:

¢ Meaning, Objectives and Kinds of Research
e The Research Process
e The Review of Literature and Sources of Review of Literature

3.3 MEANING OF RESEARCH

Research is one of the ways to find answers to the problems. Research is a science and
systematic search for relevant data on a particular subject. Research is, in reality, an art of
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scientific research. Research is therefore an initial contribution to its development to the
current inventory of understanding. It is the pursuit of reality by studying, observing,
comparing, and experimenting with it. In short, Research is the quest for understanding by
means of an objective and systematic technique of solving the issue. The word ' research’
therefore relates to the systematic technique of expressing the issue, formulating a hypothesis,
gathering facts or information, analyzing the facts and achieving certain generalizations for
some theoretical formulation.

According to The Advanced Learner’s Dictionary of Current English “Research is a
careful investigation or inquiry especially through search for new facts in any branch of
knowledge.”

According to Clifford Woody research comprises defining and redefining problems,
formulating hypothesis or suggested solutions; collecting, organizing and evaluating data;
making deductions and reaching conclusions; and at last carefully testing the conclusions to
determine whether they fit the formulating hypothesis.

According to D. Slesinger and M. Stephenson Research is “the manipulation of things,
concepts or symbols for the purpose of generalizing to extend, correct or verify knowledge,
whether that knowledge aids in construction of theory or in the practice of an art.” The
Research has following characteristics:

e It gathers from main or first-hand sources fresh understanding or information.
e The discovery of general principles is stressed.

e It's a precise and systematic inquiry.

e Uses certain valid equipment for information collection.

e It's objective and logical.

e The investigator eliminates private and preferential emotions.

e |t aims at quantitatively organizing information.

e Itis patient and unhurried activity.

e Research is documented and reported closely.

e Careful and cautious conclusions and generalizations are reached.

3.3.1 OBJECTIVES OF RESEARCH

Research aims at finding responses to issues by applying science processes. Research's
primary goal is to find out the hidden reality that has not yet been found. While each research
study has its own specific goal, research goals may be considered to fall within a number of
wide groups:

1. To become aware of the phenomenon or fresh insights into the phenomena.
2. To properly describe a specific person, situation or group's features.

3. To find out the frequency with which something happens or with which something else is
linked.
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4. Testing a causal relationship hypothesis between factors.

3.3.2 RESEARCH METHODOLOGY

Research methodology is a way to address the research problem systematically. It's a science
of learning how scientifically research is accomplished. We study the different measures that
a researcher usually accepts in studying his/her research problem together with the logic
behind them. Knowing not only the research methods / techniques, but also the methodology
is essential for the researcher. Researchers need not only to understand how to create certain
indices or tests, how to calculate the mean, mode, average or standard deviation or chi-
square, how to apply specific study techniques, but also to understand which of these
methods or techniques are applicable and which are not, what they would mean and specify
and why.

Researchers also need to understand the hypotheses underlying different methods and they
need to know the criteria by which they can decide that certain methods and processes will
apply to certain issues and others will not. All this implies that the investigator needs to
design his/her methodology for his/her issue because the same can be different from issue to
issue.

3.3.3 KINDS OF RESEARCH
The Research is broadly classified into two categories:

1. Basic Research: Basic research is an inquiry into fundamental values and reasons for
a case or process or phenomenon to occur. It is also known as theoretical research.
Studying or investigating some natural or pure scientific phenomenon is called
fundamental research. Basic research may not lead to instant use or implementation at
times. It is not worried with solving any instant practical issues. It offers a systematic
and profound insight into the issue and facilitates the extraction and conclusion on it
of science and logical explanation. It enables to construct fresh knowledge
boundaries. Basic research has following features:

o Seeks generalization

e Aims at basic processes

o Attempts to explain why things happen

e Tries to get all the facts

e Reports in technical language of the topic

2. Applied Research: In an applied research one solves certain problems employing
well known and accepted theories and principles. Most of the experimental research,
case studies and inter-disciplinary research are essentially applied research. Applied
research is helpful for basic research. A study whose result is immediately
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implemented is also referred to as applied research. Such study is useful for present
activity in practice. Applied research has following features:

Studies individual or specific cases without the objective to generalize
Aims at any variable which makes the desired difference

Tries to say how things can be changed

Tries to correct the facts which are problematic

Reports in common language

Basic and Applied researches are further divided into three types of research:

1.

Quantitative research: It is numerical, non-descriptive, utilizes numbers and applies
statistics or mathematics. It is an iterative method that evaluates proof. In tables and
graphs, the outcomes are often provided. It's definitive. It explores the decision-
making what, where and when.

Qualitative research: It is non-numerical, descriptive, applies reasoning and uses
words. Its aim is to get the meaning, feeling and describe the situation. Qualitative
data cannot be graphed. It is exploratory. It investigates the why and how of decision
making.

Other types of Research

Exploratory Research: Exploratory research is used to investigate the problem
which has not been clearly defined. It involves a literature search or conducting focus
group interviews. The exploration of new phenomena in this way may help the
researcher’s need for better understanding, may test the feasibility of a more extensive
study, or determine the best methods to be used in a subsequent study. The purpose of
exploratory research is to identify key issues and key variables.

Descriptive research: Descriptive research involves various types of surveys and
fact-finding inquiries. The main aim of descriptive research is to describe the current
state of affairs. A descriptive research is directed toward studying “what” and how
many off this “what”. Thus, it is directed toward answering questions such as, “What
is this?”.

Explanatory research: The primary goal of this research is to understand or to
explain relationships. It uses correlations to study relationships between dimensions
or characteristics off individuals, groups, situations, or events. Explanatory research
explains (How the parts of a phenomenon are related to each other). It asks the “Why”
question.

Longitudinal Research: Research carried out longitudinally involves data collection
of same variables at multiple points in time. Longitudinal studies may take the form
of:

Trend study- looks at population characteristics over time, e.g. organizational
absenteeism rates during the course of a year
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o Cohort study- traces a sub-population over time, e.g. absenteeism rates for the sales
department;

o Panel study- traces the same sample over time, e.g. graduate career tracks over the
period 1990 — 2000 for the same starting cohort.

While longitudinal studies will often be more time consuming and expensive than cross-
sectional studies, they are more likely to identify causal relationships between variables.

e Cross-sectional Research: One-shot or cross-sectional studies are those in which
data is gathered once, during a period of days, weeks or months. Many cross-sectional
studies are exploratory or descriptive in purpose. They are designed to look at how
things are now, without any sense of whether there is a history or trend at work.

e Action research: This sort of research focuses on results of facts to enhance the
social world's quality of action.

e Classification research: It aims at categorization of units in to groups and to
demonstrate differences and to explain relationships between them.

e Comparative research: The objective of this type of research to identify similarities
and differences between units at all levels.

e Causal research: It aims at establishing cause and effect relationship among variable.

3.4 RESEARCH PROCESS

1. Identifying and Defining the Research Problem: The initial step in the research process
is the identification of the problem. The best way to identify the issue is to talk to one's own
peers or those with some knowledge in the matter. The investigator can seek assistance from
a guide in an academic institution that is generally an experienced person and has several
study issues in mind. The guide often raises the issue in general terms and it is up to the
scientist to narrow it down and sentence it in practical terms. The issue is generally identified
in private business units or in governmental organizations by the administrative agencies with
whom the investigator can discuss how the issue initially occurred and what factors might be
involved in their feasible solutions. Developing a research problem is primarily about
deciding what you want to find out.

It is very important to evaluate the research problem in the light of the financial resources at
the disposal of the researcher, the time available, and the expertise and knowledge of the
guide of the researcher in the field of study. Identifying any knowledge gaps in appropriate
fields, such as statistics needed for assessment, is similarly crucial.

Once the problem is clearly defined, it becomes necessary to determine the objectives of the
research. The objectives of the research should be specified in a formal research statement.
The statement of objectives should be as exact as possible. Objectives act as guidelines for
various steps in the research process, and therefore, they have to be prepared by analyzing the
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purpose of the research thoroughly. The objectives of the research must be brief and specific;
also, it is preferable to limit the number of objectives.

2. Extensive Review of Literature: After the selection of research problem, the second step
is extensive review of literature related with the problem under consideration. The
availability of the literature may bring ease in the research. For this purpose, academic
journals, books, research papers and government reports must be studied. The studies already
conducted in that field must be studied thoroughly. They can be guiding light for the
research.

3. Formulation of Hypothesis: Researchers should state the working hypothesis or
hypotheses in clear terms after comprehensive literature study. Working hypothesis is a
tentative assumption to draw and test its logical or empirical implications. As such, the way
study hypotheses are formed is especially crucial as they provide the focus for studies. They
also influence the way experiments are performed in data analysis and indirectly the quality
of information needed for assessment. Developing the working hypothesis plays a significant
part in most kinds of studies. Hypothesis should be very specific and limited to the piece of
research in hand because it has to be tested. The hypothesis ' function is to guide the scientist
by defining the study region and keeping him on the correct track. It sharpens his thinking
and focuses attention on the problem's most significant facets. It also shows the sort of
information needed and the sort of data analysis techniques to be used.

4. Planning a Research Design

After the identification and definition of problem, the process of research design begins.
Planning the research design is a crucial step-in the research design process. A research
design is the actual framework of a research that provides specific details regarding the
process to be followed in conducting the research. The research is designed based on the
objectives formulated during the initial phases of the research. The research design includes
all the details regarding the research such as where the information should be obtained from,
the time and budget allotted for conducting the research, the appropriate measurement
techniques and the sampling process. Factors like the research objective, the importance of
the decision, costs involved in conducting the research and the availability of data sources
determine the selection of an appropriate research design. There are several designs for
studies, such as experimental and non-experimental testing of hypothesis. Experimental
designs can be either casual designs (such as before - and-after uncontrolled, after-controlled,
before-and-after controlled) or official designs (such as fully randomized designs,
randomized block designs, Latin square designs, easy and complicated factor designs) from
which the researcher must select the one for his project.

5. Selecting the Sampling Design: The accuracy of the findings largely depends upon the
way the sample is selected. The basic goal of any sampling design is to minimize the gap
between the values obtained from your sample and those prevalent in the study population
within the limitation of cost. The underlying premise in sampling is that a relatively small
number of units, if selected in a manner that they genuinely represent the study population,
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can provide — with a sufficiently high degree of probability — a fairly true reflection of the
sampling population that is being studied.

The researcher must decide how to select a sample or what is commonly referred to as the
layout of the sample. In other words, a sample design is a definite plan determined to obtain a
sample from a specified population before any information is actually obtained. Sampling can
be either probability sampling or non-probability sampling. With probability samples each
element has a known probability of being included in the sample but the non-probability
samples do not allow the researcher to determine this probability. Probability samples are
those based on simple random sampling, systematic sampling, stratified sampling, cluster,
area sampling whereas non-probability samples are those based on convenience sampling,
judgment sampling and guota sampling techniques. A brief mention of the important sample
designs is as follows:

e Probability Sampling Techniques

(a) Simple random sampling: This type of sampling is also referred to as chance sampling
or probability sampling where each and every item in the population has an equal chance of
being included in the sample and each of the possible samples has the same probability of
being selected in the case of a finite universe. This method provides an equal chance of being
chosen for each item. The selection of each item in a random sample is controlled by the
same probability in the case of an infinite population and that successive selections are
independent of each other.

(b) Systematic sampling: In some cases, the best way to sample is to pick from a list every
20th name, every 10th house on one side of the road, and so on. This sort of sampling is
referred to as systematic sampling. An element of randomness is usually introduced into this
kind of sampling by using random numbers to pick up the unit with which to start. This
method is helpful when a sampling frame in the form of a list is accessible. In such a model,
the selection method begins by selecting a certain random point in the list and selecting each
nth element until the required amount is guaranteed.

(c) Stratified sampling: If the population from which sample is to be drawn is not
homogeneous, then stratified sampling method is implemented to acquire a representative
sample. This method stratifies the population into a number of non-overlapping sub-
populations or strata and selects sample objects from each stratum. If the items chosen from
each stratum are based on simple random sampling of the whole operation, stratification is
known as stratified random sampling, first and then easy random sampling.

(d) Cluster sampling: Cluster sampling is described as a sampling method where various
clusters of individuals are formed from a population where they are indicative of
homogeneous features and have equal opportunities to be component of the sample. A simple
random sample is developed from the various clusters in the population in this sampling
method. However, the clustering strategy can comparatively simplify the sampling procedure
and boost the effectiveness of field work, particularly in the event of private interviews.
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(e)Area sampling: Under area sampling, we first split the complete region into a number of
smaller non-overlapping areas, usually called geographic clusters, then randomly select a
number of these smaller fields and include all units in the sample in these small areas. Area
sampling is particularly helpful if we don't have the relevant population list. It also makes the
field of interviewing more effective as interviewees at each place can do many interviews.

e Non- Probability Sampling Techniques

(a) Convenience sampling: A convenience sample is a type of non-probability sampling
method where the sample is taken from a group of people easy to contact or to reach. For
example, standing at a mall or a grocery store and asking people to answer questions would
be an example of a convenience sample. There are no other criteria to the sampling method
except that people be available and willing to participate. In addition, this type of sampling
method does not require that a Simple Random sample is generated, since the only criteria is
whether the participants agree to participate’

(b) Judgment sampling: It is a sort of random sample chosen on the basis of an expert's
view. Results acquired from a sample of assessment are subject to some degree of bias owing
to lack of identical frame and population. The frame is a list of all the units, items, people,
etc. that define the study population. Sampling of judgments is noble enough to provide
comprehensive data on the problems in obtaining the random sample. A random sample
would provide less bias, but potentially less raw information. The downfalls of this system
are significant as any non-random sample brings bias into question, which limits the types of
statistical analyzes you may reasonably perform, and there are considerable limits to an
expert's ability to choose a good sample.

(c)Quota sampling: The cost of taking random samples from individual strata is often so
costly in stratified sampling that interviewees are simply given quota to be filled from distinct
strata, the real choice of sample products is left to the judgment of the interviewer. This is
called sampling of the quota. The quota size for each stratum is usually proportionate to the
population size of that stratum. Quota sampling is therefore a significant type of sampling
that is not likely to occur. Quota samples are usually samples of judgment instead of random
samples.

(d) Snowball sampling: Snowball sampling can be described as a method for collecting
study participants by identifying an original topic used to give other respondents ' names.

6. Data Collection: After deciding a suitable sample, the researcher collects the data from the
units in this sample. As there are several research techniques, there are a number of data
collection methods as well. Primary data can be collected by asking the respondents to fill out
a questionnaire administered to them, by observation technique, the respondents are just
observed without their direct participation in the research or by direct interviews of the
respondents. Secondary data can be collected by review of literature, government reports,
journals, company’s reports etc. Whatever the method used to collect the data; it is very
important that the data are collected without any errors. Errors may creep in during the data
collection process in several forms. Potential data collection errors may arise if the
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respondent does not understand the question or if the survey or records the answers
inaccurately.

Data collection is done in two stages—pilot study and the main study. Pilot study
involves collecting data from a small subsample to test whether the data collection plan for
the main study is appropriate. This helps the researchers to minimize any potential errors that
may crop up during the main study. The pilot study results may also be used to decide on a
way of tabulating the collected data. If the results of a pilot study are not appropriate for
decision-making, then the researcher may consider altering the research design.

7. Evaluation of Data: Once the information is obtained, evaluation of the information is the
next significant stage in the research process. The reason for analyzing the data is to obtain
research results and to prepare the research report. Several mathematical and statistical
models are used to evaluate the data. Evaluation of data normally starts with editing and
coding of the data. Editing is undertaken to verify the data and check for any potential errors
or for any inconsistencies and so on. Another task of editing is to remove any errors that may
have cropped up during the interview such as recording the answers under the wrong columns
of a questionnaire and so on. Coding is a process of assigning different symbols to different
sets of responses. The coding process is done so that the data can be fed in and interpreted
easily using computers. These days, technological advances have made it possible for data to
be collected and directly fed into computers, removing the possibility of human error.

8. Analyzing the Data: Next step in the research process is analysis of data. The analysis of
data may range from computation of various percentages, coefficients to complicated
multivariate analysis by using various statistical formulas.

In the process of analysis, relationships or distinctions that support or conflict with initial or
new hypotheses should be subject to meaningful trials to determine with what validity
information to indicate any conclusion(s) may be used. After Data Analysis, the researcher
puts the hypotheses to testing. The testing of hypotheses can be done by applying various
tests such as, Chi-square test, T-test, F-test, Factor Analysis etc. The tests are applied
according to the nature of problem under consideration. The outcome of tests will lead to
acceptance or rejection of hypotheses.

9. Preparing the Report: The researcher should prepare the report with care and diligence.
The research reports can be presented either in oral or in written format. The research report
should contain a brief description of the objectives of the research, a summary of the research
design adopted, a summary of the major findings and conclude with the limitations and
recommendations.

The report should have the following layout:

e The preliminary pages: This portion should include name and date followed by
recognition and foreword. Then a table of contents should be followed by a list of
tables and, if any, a list of graphs and charts given in the report.

e The main text: This part should contain the introduction of the problem, summary,
main report (in a logical sequence) and the conclusion.

Unit 3 Research Process and Review of Literature Page 48 of 434



MS 110 Research Methodology Uttarakhand Open University

e The end section: This section should contain the bibliography, glossary etc.

Report should be written in a concise and objective style, avoiding vague phrases like ' it
seems, ' ' there may be, ' and the like. Charts and illustrations should only be used if the data
is presented more obviously and forcefully in the primary document.

3.5 REVIEW OF LITERATURE

The phrase ‘review of literature’ consists of two words: Review and Literature. In Research
Methodology, the term literature refers to the knowledge of a particular area of enquiry of
any discipline which includes theoretical, practical and its research studies.

The term ‘review’ means to organize the knowledge of the specific area of research to
develop a

Bundle of knowledge to show that his/her study would be an addition to this field. The job of
review of literature is highly creative and tedious because researcher has to blend the
available knowledge of the field in a unique way to provide the rationale for his/her study.

The researcher does much more than review already published material, s/he seeks to
discover and to integrate new information which has never been reported and never
considered.

According to W.R. Borg “The literature in any field forms the foundation upon which all
future work will be built. If we fail to build the foundation of knowledge provided by the
review of literature our work is likely to be shallow and naive and will often duplicate work
that has already been done better by someone else.”

According to Charter V. Good “The keys to the vast storehouse of published literature may
open doors to sources of significant problems and explanatory hypotheses and provide
helpful orientation for definition of the problem, background for selection of procedure, and
comparative data for interpretation of results. In order to be creative and original, one must
read extensively and critically as a stimulus to thinking.”

3.5.1 OBJECTIVES OF REVIEW OF LITERATURE
The review of literature has following objectives:

e Provides theories, thoughts, explanations or hypotheses that may be helpful in
formulating a fresh issue. It demonstrates whether the available proof properly solves
the issue without further enquiry.

e It prevents the replication.

e |t contributes in the development of hypotheses. The researcher can develop research
hypothesis on the basis of available studies.

Unit 3 Research Process and Review of Literature Page 49 of 434



MS 110 Research Methodology Uttarakhand Open University

e |t proposes the suitable technique, procedure, information sources and statistical
methods to solve the issue.

e It helps to discover new variables.

e |t determines the meanings, relevance of the study and relationship with the study and
its deviation from the available studies.

3.5.2 SOURCES OF REVIEW OF LITERATURE

There are various sources of literature. These sources can be broadly classified into following
categories: (1) Books and Text-Books material. (2) The Periodical Literature, and (3) General
References.

1. Books and Text books Material

The most useful list of books published in the English language is the Cumulative Book
Index and Book Review Index, Books Review Digest, Subject Guide to Books indicates that
books are in print or press or forthcoming books. National Union Catalogue is also useful for
this purpose. There are a number of publications that locate specific references that cover
particular area of knowledge. The Cumulative Book Index is published monthly to provide
the references, all books published in the English Language. Sources of Information in the
social sciences ‘organized’ by subject area and indexed by author and title, this work contains
comprehensive list of reference books and monographs.

2. Periodicals and Journals

A newspaper is described as a journal that is published in consecutive sections, generally at
periodic intervals, and designed to continue forever. These include Yearbook, Documents,
Almanacs, The Cumulative Book Index, International Abstracts, Journals, Newspapers,
Magazines, International Index to Periodicals. Periodicals are generally placed in open
shelves in the Periodical room. Their effective use is predicted on the use of an index to
identify the articles on subject matter under the study. A journal is a scientific publication that
contains papers published by scientists, teachers, and other professionals. Journals
concentrate on a particular discipline or study area. Journals are designed for an academic or
technical audience, not general readers, as opposed to newspapers and magazines. Journals
are regularly released (monthly, quarterly, etc.) and are numbered sequentially.

3. Abstracts

Another type of reference guide is the abstract or review. It includes a summary of contents
in addition to providing a systematized list of reference sources. Usually the brief summaries
of research studies are given in the form of abstract. Education Abstracts, psychological
Abstracts and Sociological Abstracts. A wide variety of indexes and general references can
be found to cover almost any area in which the modern researcher might be interested.
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4. Encyclopaedias

Encyclopaedias provide concise information on a number of subjects written by specialists.
They provide a convenient source of information, and often include illustrations and
bibliographies. Only specialized encyclopaedias deal with restricted areas of knowledge.

5. Almanacs, Handbooks, Yearbooks and Guides

This general category of references includes those publications that present rather detailed
up-to-date information on number of subjects which are planned around a given theme. These
types of references are consulted to find particular information.

6. Specialized Dictionaries

There are specialized dictionaries of education which includes terms, words and their
meanings. ‘Dictionary of Education,” New York: This educational dictionary covers technical
and professional terms. Foreign educational terms used in comparative education writings are
also included. Government of India has also prepared a ‘Dictionary of Education’ which
includes technical and professional terms from English to Hindi.

7. Dissertations and Theses

The thesis and dissertations which contain a bulk of presenting educational research, are
usually housed by the institutions and universities that award the authors their advanced
degrees. Sometimes these studies are published in whole or in part in educational journals.
The related dissertations and thesis are the main sources of review of literature.

4 |Check Your Progress-A

Choose the correct alternative.
1. Basic Research means:
a) solving certain problems by employing theories and principles

b) investigating the basic principles and reasons for the occurrence of particular event,
process or phenomena

¢) understanding or explaining relationships.
d) investigating the problem which has not been clearly defined.
2. Simple Random Sampling means:

a) to select a sample is to select every 20th name on a list, every 10th house on one side of a
street and so on.

b) the population is stratified into a number of non-overlapping sub-populations or strata and
sample items are selected from each stratum.
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c) multiple clusters of people are created from a population where they are indicative of
homogeneous characteristics and have an equal chance of being a part of the sample.

d) where each and every item in the population has an equal chance of being included in the
sample.

3. The basic objective of Review of Literature is to:

a) to provide theories, ideas, explanations or hypothesis which may prove useful in the
formulation of a new problem.

b) to show whether the evidence already available solves the problem adequately without
requiring further enquiry.

c) to prevent the replication.

d) All of the above

4. The Research Report should contain:
a) Preliminary Pages

b )Main text

c) End section

d) All of the above

3.5.3 FUNCTIONS OF REVIEW OF LITERATURE
There are five functions of review of literature:

1. Conceptual Frame of Reference: The first function, provides the conceptual framework
of research which involves both conceptual and research literature. The most direct way of
doing this is to read the basic writings in the field as well as the recent writings of key
thinkers. The researcher must feel fully satisfied when he has completed this phase of his/her
review that s/he is aware of all the information in the field and particularly that s/he has
devoted himself diligently to learning about the points of view which differ from or are
opposite to his/her own. The first function of review of literature provides the sound
conceptual framework of the research problem. S/He should feel that, in a debate or seminar,
s/he is able to represent any point of view fully, in the sense that he has come to understand
the arguments for that point of view.

2. Status of Research: The second function of the review of the literature is to provide an
understanding of the status of research in the field. This comes from reviewing the research
literature. This phase has several specific sub-functions which can be described in terms of
the questions: what, when, who and how. These four words provide the basic information
which reveals the status of the research in hand. First, through the review of literature, the
researcher acquires what researches have already been undertaken and completed in the
problem area and the outcomes of those researches. The unnecessary repetition can be
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avoided. Learning about research in progress is difficult to locate. After acute review of
conceptual and research literature in such an area, a researcher may develop confidence about
his/her problem under study. In addition to learning what has been done, the researcher seeks
to identify when the research has been done, specifically how current research has been done,
specifically how current research in the problem area is. There are periods of time in which a
great deal of research is done in the problem area. Learning when previous research has been
conducted has several meanings for researcher:

e It will determine how far back his/her literature review will follow chronologically.

e When the issue region is full of latest studies.

e When a latest absence of interest in the sector has occurred, s/he will have to go back
further until he gets to the studies.

e Replication is reasonable when a research study gave rise to some present conviction
that the results still hold true.

3. Research Approach, Method, Instrumentation and Data Analysis: This review
function will serve the third function to provide methodology and instrumentation hints. In
particular, the investigator will want to know to what extent the historical survey or
experimental method has been used by prior studies in the issue region, as this will assist
guide his/her own study strategy. For the same reason, s/he will want to define the research
methods that were used to assist him/her select his/her own. Finally, s/he seeks to familiarize
himself/herself with the data collection tools that have been used so that if a current tool is
suitable, it can be used intact or adjusted for his own studies. In addition, s/he should also be
interested in what alternative approaches techniques and tools have been considered and/or
tested and why they have been dismissed.

4. Probability of Success and Significance of Findings: With the complete body of the
prior studies being reviewed, the investigator is in a situation to assess the achievement of
other researchers in the issue region and the usefulness of their results. If others have been
effective and results are helpful, then the prognosis for his/her own studies is good, and it is
evident and easy to create the choice to continue the study. However, if others have been
unsuccessful and produced inconclusive research or research of little value, then the research
era more difficult to make decision. S/he must ask himself/herself whether there are specific
reasons to believe that s/he can succeed where all others have failed. If the researcher has
some new idea, some new method, some new instrument, which leads him/her to believe s/he
will succeed where all others failed, then he has every right to proceed.

5. Definitions, Assumptions, Limitations, and Hypotheses: The Researcher will use the
literature material as the grounds for his/her definitions, hypotheses, constraints, and
hypotheses. Having read the works presenting view and theory in the issue region and having
also checked the appropriate studies, the investigator should be fully acquainted with how
terms were used, both in the theoretical sense in the conceptual literature and in the more
functional sense in the literature of the studies. Thus, s/he should be able to formulate the
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definitions for his/her contemplated project, where necessary. However, s/he is free to adapt
previous definitions or formulate new ones. The essential point is that this be a knowledge
decision made with full awareness of how key terms have been used previously. The
Literature is also used to form certain assumptions for the research.

3.6 SUMMARY

Research's primary goal is to find out the hidden reality that has not yet been found. The
Research Process starts with the identification and formulation of the problem followed by
extensive review of literature. When the research problem has been specified, the researcher
should take stock of his/her reading to date, particularly reviewing its importance in the light
of the newly specified research problem. S/he will want to ascertain whether the conceptual
literature already reviewed provides a thorough conceptual framework for the specific
problem that s/he has new decided upon, or whether further work is needed in the conceptual
literature. The review of literature helps in the formulation of hypothesis. Next step is to plan
the research design and select a sampling design. Data evaluation and analysis is performed
to determine the study outcomes. A good researcher must have the quality to become friendly
with respondents. If the people are not co-operating to give correct data, the researcher should
not be discouraged and face the difficulties, it would be called a good researcher. He should
not have prejudice or bias study about a problematic situation but s/he should be capable of
providing clear information. S/he should have the capacity to collect more and more
information in little time.

\0"‘;‘!;\ﬁ
-

_ %%‘ 3.7 GLOSSARY

Research: It is a science and systematic search for relevant data on a particular subject. In
fact, it is an art of scientific investigation.

Research methodology: It is a way to address the research problem systematically. It's a
science of learning how scientifically research is accomplished.

Basic Research: It is an inquiry into fundamental values and reasons for a case or process or
phenomenon to occur.

Applied research: In an applied research one solves certain problems employing well known
and accepted theories and principles.

Quantitative research: It is numerical, non-descriptive, utilizes numbers and applies
statistics or mathematics.

Qualitative research: It is non-numerical, descriptive, applies reasoning and uses words. Its
aim is to get the meaning, feeling and describe the situation.

Exploratory Research: It is used to investigate the problem which has not been clearly
defined. It involves a literature search or conducting focus group interviews
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Descriptive research: It involves various types of surveys and fact-finding inquiries. The
main aim of descriptive research is to describe the current state of affairs.

Explanatory research: The primary goal of this research is to understand or to explain
relationships. It uses correlations to study relationships between dimensions or characteristics
off individuals, groups, situations, or events.

Longitudinal Research: Research carried out longitudinally involves data collection of same
variables at multiple points in time.

Cross-sectional Research: One-shot or cross-sectional studies are those in which data is
gathered once, during a period of days, weeks or months. Many cross-sectional studies are
exploratory or descriptive in purpose.

Action research: This sort of research focuses on results of facts to enhance the social
world'’s quality of action.

Classification research: It aims at categorization of units in to groups and to demonstrate
differences and to explain relationships between them.

Comparative research: The objective of this type of research to identify similarities and
differences between units at all levels.

Causal research: It aims at establishing cause and effect relationship among variable.

Simple random sampling: This type of sampling is also referred to as chance sampling or
probability sampling where each and every item in the population has an equal chance of
being included in the sample and each of the possible samples has the same probability of
being selected in the case of a finite universe.

Systematic sampling: In some cases, the best way to sample is to pick from a list every 20th
name, every 10th house on one side of the road, and so on.

Stratified sampling: If the population from which the sample is to be drawn is not
homogeneous, then stratified sampling method is implemented to acquire a representative
sample.

Cluster sampling: It is described as a sampling method where various clusters of individuals
are formed from a population where they are indicative of homogeneous features and have
equal opportunities to be component of the sample.

Area sampling: Under area sampling, we first split the complete region into a number of
smaller non-overlapping areas, usually called geographic clusters, then randomly select a
number of these smaller fields and include all units in the sample in these small areas.

Convenience sampling: A convenience sample is a type of non-probability sampling method
where the sample is taken from a group of people easy to contact or to reach.
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Judgment sampling: It is a sort of random sample chosen on the basis of an expert's view.
Results acquired from a sample of assessment are subject to some degree of bias owing to
lack of identical frame and population.

Quota sampling: The cost of taking random samples from individual strata is often so costly
in stratified sampling that interviewees are simply given quota to be filled from distinct strata,
the real choice of sample products is left to the judgment of the interviewer. This is called
sampling of the quota.

Snowball sampling: Snowball sampling can be described as a method for collecting study
participants by identifying an original topic used to give other respondents ' names.

Literature: It refers to the knowledge of a particular area of enquiry of any discipline which
includes theoretical, practical and its research studies.

Review: It means to organize the knowledge of the specific area of research to develop a
bundle of knowledge to show that his study would be an addition to this field.

i 3.8 ANSWERS TO CHECK YOUR PROGRESS

Check your progress-A
Choose the correct alternative.
1. (b)
2. (d)
3.(d)
4. (d)

Y s
{ (|
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.f; 3.11 TERMINAL QUESTIONS

f

1. What is the meaning of Research? Discuss its objectives?
2. Explain the various kinds of Research?

3. Describe in detail the Process of Research?

4. What is the meaning of Review of Literature?

5. What are the various sources of review of literature?

6. What are the functions of review of literature?

. ]
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UNIT 4 PROBLEM FORMULATION AND
STATEMENT OF RESEARCH OBJECTIVES

4.1 Introduction

4.2 Objectives

4.3 Formulating of Research Problem

4.4 Statement of Research Problem

4.5 Concepts of Formulating and Statement of Research Problem
4.6 Importance of Formulating and Statement of Research Problem
4.7 Basic Process of Formulation of Research Problem

4.8 Summary

4.9 Glossary

4.10 Answer to Check Your Progress

4.11 References

4.12 Suggested Readings

4.13 Terminal & Model Questions

4.14 Case Lets/Cases

4.1 INTRODUCTION

“A research problem is a definite or clear expression [statement] about an area of concern,
a condition to be improved upon, a difficulty to be eliminated, or a troubling question that
exists in scholarly literature, in theory, or within existing practice that points to a need for
meaningful understanding and deliberate investigation. A research problem does not state
how to do something, offer a vague or broad proposition, or present a value question.” Alan
Byrman

In this unit you will learn about the most pivotal research problem of formulation and
statement of research objectives. The starting stage of the study company is identification and
problem formulation. Its importance cannot be sufficiently emphasized, because a study
enterprise's success depends on the choice of a suitable issue and its correct formulation.
While a defective choice may fail to maintain the interest of the researcher in the research, a
deficient wording may land the researcher at subsequent phases in unexpected problems.
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It's a difficult and time consuming job for the same reason. Darwin, took years to find and
formulate his problem. Impatience in this respect does not pay. Though patience need not be
mistaken here for complacence which is what may happen in many cases. Merton, a known
sociologist observes "It is often harder to discover and formulate an issue than to fix it."
Indeed, this is a job that deserves severe attention and tremendous patience. The problem of
research is a question a researcher would like to reply or an issue a researcher would like to
fix. The first stage in the study phase is to identify and formulate a research problem
declaration. However, it is regarded to be one of any study project's challenging and hard
stage. Selecting a successful research problem is thought to be a discovery in itself. Research
problem selection relies on several variables such as the abilities of the researcher,
knowledge, interest, competence, motivation, creativity with regard to the topic of
investigation. There is nothing but wisdom in the saying — “If you start from nowhere you
will generally reach there.”

Once the overall subject or issue has been recognized, it should be indicated as a definite
research problem, i.e. taken from a declaration about a issue scenario to a clearly specified
researchable problem that defines the problems you are attempting to tackle.

Formulating the research problem merely and obviously is not always simple. The researcher
may spend years in researching and exploring in some fields of social science or scientific
research before they are clear on what studies questions they are trying to answer. Many
subjects may prove too broad to be a searchable issue. The problem is too wide to be
addressed by one researcher. Time and resources would render this unfeasible, resulting in a
lack of depth and concentrate on the outcomes of such a research. A problem in plain words
is some difficulty in a theoretical or practical scenario encountered by the researcher. The job
of research is to solve this difficulty.

4.2 OBJECTIVES

After study of this unit you will understand the following:

e To understand the difficulties that scientists face when formulating a searchable
issue.

e To learn the distinction between a searchable issue.

e To implement the principles learned by formulating a real research problem.

4.3 FORMULATING OF RESEARCH PROBLEM

“A problem is an interrogative sentence or statement that asks what relation exists between
two or more variables.” (Kerlinger)

The problem clearly defines the researcher's goal. It is evident that the investigation would
only become a pointless exercise in the lack of a problem. Goal-driven research like any other
human activity one of the most significant components of the study is an appropriate
declaration of the study problem. Various researchers are likely to raise variety of research
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issues from the on-going scenario as there are many problems that may emerge from a
particular issue. Only one of your studies can be pursued in depth. To be efficient in planning
applied research, a problem statement should have the following features.

1. The problem reflects felt requirements.
2. The problem is not hypothetical, i.e. it must have factual proof.

3. It should suggest significant and testable hypotheses-to prevent responses that are of no use
in the alleviation of the problem.

4. The problems should be manageable and relevant.

Placing the problem into a Providing information about
particular context which the tools required and the

reflects the element way in which study will

. . present the required
needed to investigate information

Introducing the
significance of studying a
particular problem

Figure 4.1 Problem Statement

Formulating the research issue enables you to clarify the objective of your studies to both
yourself and the reader. Subsequent method development should be geared towards offering
data to tackle this issue. Therefore, the problem declaration is a very significant tool to keep
your research on track. It is also one way to evaluate your research-does the study tackle the
research problem as stated like in Figure 1.

4.4 STATEMENT OF RESEARCH PROBLEM

Formulating the research problem is, in itself, a BIG problem. (Gladys Cruz)

“The problem statement actually articulates the problems to be addressed and indicates the
need for a study through the development of an argument, in other words, the problem
statement present the topic under study, provides a rational for the choice of topic, represents
a synthesis of fact and theory and direct the selection of design”. (R.S. Woodworth)

There are various sources and aspects of research problems like People, programs,
phenomenon and other problems. These are discussed briefly through picture:
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Aspects of stud About Study of
Study population People Individuals, They provide you with

organizations, groups, the required

communities information or you
collect information from
or about them

Subject area Problem Issues, situations, Information that you
associations, needs, need to collect to find
population composition, answers to your service
profiles etc. research questions

Programme Contents, structure,
outcomes, attributes,
satisfaction, consumers,
providers etc

Phenomenon Cause and effect,
relationships, the study
of a phenomenon itself
etc

Table 4.2 Aspects of Study

4.5

CONCEPTS OF FORMULATING AND STATEMENT OF

RESEARCH PROBLEM

45.1. TYPES OF RESEARCH PROBLEM

There are different types of social science study problems that differ in the type, content, and
mode of verification which are explain as:

1.

Empirical Problems: These are articulated as empirical problems when researchers
answer questions or problems based on what they learn through their sensory organs.
To confirm, approve or dismiss the theory, researchers base their conclusions and
findings on what they perceive or observe or sense.

Analytical Problems: Analytical problems dissect into the causing variables, the
impact of these variables, the variables offering a solution, the effectiveness of these
variables, etc.

Normative Problems: normative problems are problems that mainly rely on value
judgments for their responses. Value judgments are declarations of what is desirable,
preferable, moral or obligatory.

Theoretical Research Problem: This type of research problem explains the only
theory to the problem. So, this type of problem has no hypothesis or verification
involvement.

Action Research Problem: The problem of action studies is one that requires the
instant solution. It has millions of worldwide problems that sort of studies is ongoing
and requires fast emergency-based solution.
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4.5.2. CHARACTERISTICS OF GOOD RESEARCH QUESTION

“The most successful research topics are narrowly focused and carefully defined but are
important parts of a broad-ranging, complex problem.”

A good research is represented by acronym FINERMAPS;

Feasible

Interesting

Novel

Ethical

Relevant

Manageable

Appropriate

Potential value and publish-ability
Systematic.

e Feasible

Feasibility implies it is within the investigator's capacity to perform. It should be
supported by an adequate amount of research topics, methodology, time and resources
to achieve findings. The range and scale of the project need to be realistic and have
access to individuals, records, statistics, etc. The ideas of the research question should
be able to be related to the observations, phenomena, indices, variables that researcher
can access. It should be evident that information collection and project proceedings can
be finished within the researcher's restricted moment and resources. Sometimes, a
research questions seems feasible, but it demonstrates otherwise when fieldwork or
research is began. In this scenario, writing up the research problems honestly and
reflecting on what has been learned is very essential.

Interesting

This is vital to have a true grounded interest in study issues and can be explored and
backed up by scholarly and intellectual discussion. Interest in research will motivate
one to pursue gaps and questions of particular studies.

Novel

The problem of research should not just copy questions that other employees are
investigating, but should have scope for investigation. It may strive to confirm or refute
the results already developed, identify fresh facts, or identify fresh elements of the facts
developed. It should be showing the researcher's imagination. The issue must be, above
all, easy and clear. A question's complexity can often conceal uncertain ideas and lead
to a confused method of studies. A very elaborate research question, or a issue not
distinguished into distinct components, may conceal contradictory or irrelevant ideas.
This must be evident and free from vagueness. The study will also be guided by one
main issue with several subcomponents.

e Ethical
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This is the primary requirement for any study questions and it is compulsory to obtain
clearance from suitable officials prior to saying research into the subject. In addition,
study topics should be such that they minimize the danger of damage to research
participants, safeguard privacy and preserve confidentiality, and give members the right
to withdraw from study. It should also guide the avoidance of deceptive study methods.

e Relevant
The issue in the field you have selected to study should be of scholarly and intellectual
concern to individuals. Preferably, the issue should emerge from problems that occur in
the present scenario, literature, or in practice. In regards to the selected sector, it should
set a clear objective for studies. Some of the appropriate study issues include, for
instance, filling a knowledge gap, analyzing scholarly assumptions or professional
practice, tracking a growth in practice, comparing distinct methods, or testing theories
within a particular population.

e Manageable
It should have similar essence as of feasibility but most importantly that the following
research can be managed by the researcher.

e Appropriate
Research questions should be appropriate, logical and scientific for the community,
organization, government and other institutions.

e Potential value and publish-ability:
In community practices, the research can have a important health effect. Therefore, to
decrease unnecessary or excessive expenses, study should strive for significant
economic impact. In addition, the suggested research should exist within a framework
of clinical, consumer, or policy making that is likely to alter on the basis of evidence.
Above all, a good research question must tackle a subject that has clear consequences
for addressing significant dilemmas in choices taken by one or more stakeholder
organizations in health and health care.

4.5.3. DEFINING A RESEARCH PROBLEM

Formulating the study issue starts during the scientific process's first steps. For instance,
a review of literature and a survey of prior experiments and studies could give rise to
some vague fields of concern. Many science scientists are looking at an region where
some interesting findings were produced by a past investigator, but never followed up.
It could be an exciting study area that has not been fully investigated by anyone else. A
scientist may even review a good experiment, disagree with the outcomes, the tests
used, or the methodology, and decide to refine the method of studies and re-test the
hypothesis. This is called the conceptual definition, and is an overall view of the
problem. A science report will generally begin with an overview of the previous
research and real-world observations. The researcher will then state how this led to
defining a research problem.

Other characteristics are:
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Relevant: The problem will be of scholarly and intellectual concern as a result of
problems raised in literature and/or exercise.

Manageable: Researcher must be able to access your information sources (be they
documents or individuals) and answer your query in a complete and nuanced manner.
Substantial and original: The question should highlight researcher’s creative skills,
however far it may be in current literature.

Fit for evaluation: Distinctly recall, the learning outcomes of researcher’s course must
be satisfied. The research problem must be open and interesting for evaluation.

Clear and straightforward: As the research study advances, a clear and easy study
question will become more complicated. Start with an unbroken question then starting
the reading and writing.

Interesting: Making research question interesting and trying to avoid questions which
are convenient or flashy. Remember, researcher will be thinking about this question for
an entire year.

4.5.4. CONCEPTUALIZATIONS OF A RESEARCH PROBLEM:

1. Casuist Research Problem: This type of problem is related in determining what is
right and wrong in questions of conduct by analyzing moral dilemmas with the help of
application of general norms and the careful selection of some special research
problem.

2. Difference Research Problem: Typically asks, "Is there a differentiation between
two or more treatments or groups?" When the researcher compares or contrasts two or
more phenomena, this sort of issue declaration is used. In clinical social sciences or
behavioral sciences, this is a popular approach to identifying a problem.

3. Descriptive Research Problem: Typically asks, "what is ...?" with the underlying
purpose of describing the meaning of a particular phenomenon's situation, state, or
existence. This research problem is often connected with revealing problems that are
hidden or understood.

4. Relational Research Problem: Suggests a association of some kind to be explored
between two or more variables. The underlying aim is to explore particular features or
qualities that may be linked in some measured way.

4.5.5. SOURCES OF PROBLEMS FOR INVESTIGATION

Identifying a problem to study can be challenging, not because there is a shortage of
problems that could be explored, but because of the challenge of formulating a distinctive
academically appropriate and researchable issue that does not simply duplicate others ' job.
Consider these sources of inspiration to facilitate how you can select a problem from which
to develop a research study:
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e Deductions from Theory
It refers to deductions that the researcher is acquainted with from social philosophy or
generalizations embodied in life and society. Through studies, these deductions from
human conduct are then put within an empirical reference frame. From a theory, in
certain empirical circumstances, the researcher can formulate a research problem or
hypothesis indicating the intended results. The study asks: "What connection will be
observed between variables if theory summarizes the state of affairs
appropriately?"One can then design and conduct a systematic investigation to
evaluate whether the hypothesis and hence the theory is confirmed or rejected by
empirical information.

e Interdisciplinary Perspectives
Identifying a problem that forms the basis for a research study can come from
academic movements and scholarship originating in disciplines outside of your
primary area of study. This can be an intellectually stimulating exercise. A review of
pertinent literature should include examining research from related disciplines that
can reveal new avenues of exploration and analysis. An interdisciplinary approach to
selecting a research problem offers an opportunity to construct a more comprehensive
understanding of a very complex issue that any single discipline may be able to
provide.

e Interviewing Practitioners
Identifying research problems on specific subjects can result from formal interviews
or informal conversations with professionals that provide insight into fresh directions
for future studies and how to make research results more practical. Discussions with
field specialists, such as educators, social workers, health care providers, attorneys,
company leaders, etc., provide an opportunity to recognize practical, "true world"
problems that can be understood or ignored in scholarly circles. This strategy also
offers some practical understanding that can assist in the design and conduct of your
research method.

e Personal Experience
Do not underestimate daily experiences or encounters as worthwhile investigative
issues. Thinking critically about one's experiences and/or frustrations with a social,
community, neighbourhood, family, or private problem. For example, this can be
derived from deliberate observations of certain relationships for which there is no
clear explanation or evidence of an event that appears harmful to a person or group or
is out of the ordinary.

e Relevant Literature
The ultimate decision of a study issue can be obtained from a thorough analysis of
relevant studies related to your general interest region. This may show where there are
gaps in understanding a subject or an understood problem.
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4.5.6. WHAT IS THE NECESSITY OF DEFINING THE RESEARCH

PROBLEM?

We all hear quite often that a obviously stated problem is a half-solved problem. This
declaration means that a research problem needs to be defined. The issue to be explored must
be described unambiguously in order to assist the irrelevant information to be discriminated
against. A adequate definition of research problem will allow the researcher to be on the line,
whereas hurdles may be created by an ill-defined issue. Questions such as: What information
should be gathered? What information features are important and need to be studied? What
relationships to explore. What are the methods to use for this purpose? And comparable
issues arise in the researcher's mind, who can plan well defined. In reality, it is often more
vital to formulate a problem than to solve it. Only by carefully detailing the research problem
can we work out the design of the research and can carry out all the consequential measures
engaged in the research smoothly.

4.6 IMPORTANCE OF FORMULATING AND STATEMENT
OF RESEARCH PROBLEM

The proper and clear definition of a research problem is a vital component of a research study
and must not be achieved hastily in any situation. However, this is often ignored in practice,
which later creates a lot of issues. It is therefore necessary to define the research problem in a
systematic way, providing due weighting to all related points.

1. Formulation of research problem is first and foremost step in the research process.
2. It is more like identifying the destination before undertaking a journey.
3. In the absence of a clear research problem, a clear and economical plan is impossible.

4. Research problem is like foundation of a building on which the type of research and design
are dependent.

5. If the foundation is well designed and strong one can expect building to be strong as well.

6. Controversial research topic should not be the decision of researcher in order to well define
the problem.

</ |Check Your Progress-A

Choose the correct option for the Multiple Choice Questions out of the given options for
each question:

1. Which of the following is the first step in starting the research process?

a. Searching sources of information to locate problem.
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b. Survey of related literature.
c. Identification of problem.

d. Searching for solutions to the problem.

2. The statement of purpose in a research study should:
a. Identify the design of the study.

b. Identify the intent or objective of the study.

c. Specify the type of people to be used in the study.

d. Describe the study.

3. Sources of researchable problems can include:
a. Researchers’ own experiences as educators.

b. Practical issues that require solutions.

c. Theory and past research.

d. All of the above

4. Which of the following is a criterion for a good research question?
a. Questions should be long and use complex terms.

b. Questions should show where my research biases are.

c. Questions should sound contemporary.

d. Questions should connect with established theory and research.

4.7 PROCESS OF FORMULATION OF RESEARCH
PROBLEM

The methods engaged in identifying a research issue are a vital component of a research
study and must not be achieved hastily in any situation. However, this is often ignored in
practice, which later creates a lot of issues. It is therefore necessary to define the research
problem in a systematic way, providing due weighting to all related points. The method for
formulating research problem is usually includes taking the following steps one by one which
are explained in detail in Figure 2.

The analytical points to be focused while addressing the research problem is:
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a) Highlighting genuine research problem or area of ambiguity and a research problem
which are open to be interpreted by readers or other researchers

b) Research topic should yield towards proper answering to any type of problem.

c) Research should have meaningful discussion and consequences.

d) Research should not have basic description but complex analysis which is
understandable or arguable for further research.
The following is Figure of process of formulation of research problem:

Statement of the Problem

-

Understanding the Nature of
Problem

-

Reviewing the available literature

Developing the Ideas through
Discussion

-

Repharsing the Research Problem

Figure 4.3 Formulation of Research Problem

1. Statement of the problem: Defining a research problem is the power that drives the
scientific process and is the basis of any research method and experimental design, from
true experiment to case study. The research problem referred to in a broad general way
may additionally contain a number of ambiguities which have to be resolved with the
aid of questioning and rethinking over the problem. At the same time the feasibility of a
unique answer has to be considered and the equal should be kept in view whilst pointing
out the problem. In the first step of formulating research problem a research problem is
defined clearly or expressed, or a condition that needs to be improved, a issue that needs
to be eliminated, or a troubling issue that exists in scholarly literature, theory, or current
practice that points to a need for meaningful comprehension and intentional study
therefore a research cannot be defined explaining how to do something, give a vague or
wide proposition, or present a question of importance.

2. Understanding the nature of problem: The next step in formulating research problem
is to understand its origin and nature of the problem clearly and without any vagueness.
The most excellent way of understanding any research problem is to discuss it with
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those who first raised it in order to find out how the problem originally came about and
with what objectives in view i.e. by reviewing the existing research papers or going
through case studies. If the researcher has stated the problem herself/himself, she/he
should consider once again all those points that induced her/him to make a general
statement concerning the problem. The researcher should also keep in view the
environment within which the problem is to be studied and understood. In this step the
nature of research problem should be understood precisely and in detail.

3. Reviewing the available literature: All existing literature on the problem at hand must
necessarily be examined and examined before defining the study problem. This implies
that, like all other relevant literature, the researcher must be familiar with appropriate
theories in the domain, reports and documents. The researcher must spend adequate
time to review research on associated problems that has already been conducted. This is
performed to find out what information and other equipment for operational reasons are
accessible, if applicable on any. In this step researcher would come to know if there is
any gap in the studies or theories, or whether the existing theories are applicable to the
problem or whether the findings of the different studies follows a desired pattern or not.
All this will allow a researcher to take fresh steps for knowledge advancement in the
sector. Studies on associated problems are helpful to indicate the sort of difficulties that
may be experienced in this research as well as possible analytical weaknesses. Such
studies may also sometimes suggest useful and even new approach lines to the present
issue.

The most important feature of reviewing literature reviews are:

a) Give a fresh interpretation of existing content or combine new with old
ideas,

b) Tracing the research study progress, including significant discussions.

c) Assess the sources and advise the researcher on the most appropriate studies.

d) Recognizing where there are gaps in how a research problem has been
investigated.

4. Developing the ideas through discussions: Discussion about an problem often
generates helpful data. Through debates, various fresh concepts can be created. A
researcher must therefore address the issue with peers and others who have sufficient
expertise in the same region. This is often referred to as a study of experiences. People
with a good amount of experience are able to educate the researcher on various elements
of her/his proposed research and their suggestions and remarks are generally invaluable
to the researcher. They aid her/him sharpen his/her focus on particular field elements.
Discussions with these people should not be restricted solely to formulating the
particular problem at hand, but should also be concerned with the general approach to
the given problem, techniques that might be used properly and also have possible
solutions.

5. Rephrasing the research problem: Finally in the last step of research formulation, the
researcher has to sit down to rephrase the problem of studies into a working proposal.
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Once the nature of the problem has been clearly understood, the environment (wherein
the problem has to be studied) has been defined, discussions have taken place over the
problem and the available literature has been reviewed and examined, rephrasing the
problem in analytical or operational terms is not a difficult task. The researcher
rephrases the research problem in as particular terms as possible so that it can become
operationally feasible and assist develop working hypotheses.

4.7.1. HOW TO ASSESS WHETHER THE DEFINED RESEARCH

PROBLEM IS A GOOD RESEARCH PROBLEM?
A research problem may not be desirable in its first definition. To make it useful, it may
demand redefinition. It can be rendered to fulfil the requirements of a successful research
problem by properly re-wording or re-formulating the selected research problem. This is also
essential in order to effectively solve the problem. A researcher can ask a set of questions
about the present research problem for this purpose. For example:

(1) Is the research problem really interesting to the scientific community?
(2) Is the research problem significant to the present status of the study?
(3) Is there sufficient supervision/guidance?

(4) Can the research problem be solved in the required time frame?

(5) If there are necessary equipments, adequate library and computational facilities, etc.
available?

If the answers to these questions are satisfactory, the researcher will be able to start work on
the selected problem. Additionally, discuss the issue with present learners and researchers to
gain the extent of the research problem and other associated elements.
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Table 4.4 Examples of Bad Research Questions and Good Research Questions

Bad examples of research question Good examples of research question

Very narrow: What 1s the protem-energy malnutntion in Less narrow: How does the education level of the parents impact
schoolchildren in Delhi? protein-energy malnutrition in schoolchildren of Delhi?

This s too narrow because it can be answered with a simple This question 1s more specific will lead to more meaningful research
statistic. Questions that can be answered with a “yes” or a and the results would provide the opportunity for an argument to be
“no” should also typically be avorded formed

Unfocussed: What are the effects of protein-energy More focused: How does protein-energy malnutnition among children
malnutrition in schoolchildren in New Delh? affect academic performance in elementary schoolchildren in Delhi?
This question 1§ so broad that research methodology would be This question has a very clear focus for which data can be collected,
very difficult and the question s too broad to be discussed in a analyzed, and discussed

typical research paper

Very objective: How much time do young children in Delhi More subjective: What is the relationship between physical activity
spend doing physical activity per day? levels and childhood obesity?

This question may allow the researcher to collect data but This 1 a more subjective question that may lead to the formation
does not lend itself to collecting data that can be used to create of an argument based on the results and analysis of the data. It 1s

a valid argument because the data is just factual information interesting and relevant too

Too simple: How are school systems in various schools of More complex: What are the effects of intervention programs in the
Delhi addressing childhood behavioral problems? clementary schools on the rate of childhood psychological health
This mformation can be obtamed without the need to collect among 6°- 9% grade students?

unique data. The question could be answered with a simple This question 1s more complex and requires both mvestigation and
online search and does not provide an opportunity for analysis evaluation which will lead the research to form an argument that may

be discussed. It is interesting and relevant

4.8 SUMMARY

Defining the issue or chance is the first step in any business research project. To prevent
receiving the correct response to the incorrect issues, decision makers must communicate
their goals to scientists.

It is often difficult to define the issue in that parts of the issue can be concealed from
perspective. Research must assist in isolating management and identifying the issue to
guarantee that the true issue is investigated rather than a symptom.

A variable is something that changes the value. Variables may be constant or categorical. One
aspect of problem definition is the identification of the key dependent variables and the key
independent variables. Questions and hypotheses of studies are translations of the company
issue into terms of business research. A hypothesis is an unproven proposal or a feasible
problem-solving solution. Hypotheses state relationships that can be empirically tested
between variables. The research goals indicate the requirements for data. The research must
be indicated in terms of clear and accurate study goals in order to be effective in the research
project.
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The research proposal is a written research design statement that makes the research method
operational for the particular issue. The research proposal enables managers to assess the
information of the suggested research and determine whether changes are necessary. The
chapter below will include most study proposals. Research purpose, research design, sample
design, methods for information collection and/ or field job, information handling and
analysis, budget and timetable.
>
e
@ 4.9 GLOSSARY
Bias: Any influence that distorts the results of a research study (see
ascertainment bias, recall bias, non-response bias, observer expectation bias, participant
expectation bias, selection bias, information bias, allocation concealment, blinding,
randomization).

Closed question: It is a question to which individuals are required to give one of several
answers specified in advance by investigators. Questionnaires usually involve mostly closed
questions, but these types of question are not suitable for qualitative research e.g. an in depth
interview.

Control: Processes employed to hold the conditions under which an investigation is carried
out uniform or constant. In a true experimental design, the control group is the group that
does not receive the intervention or treatment under investigation. The scores on the outcome
for the control and the experimental groups are used to evaluate the effect of the independent
variable. In other experimental designs, this group may be referred to as the comparison
group (see also control group).

Helsinki (declaration of): A declaration designed to ensure that research is conducted
ethically

Literature review: A narrative describing an appraisal of previous research or literature on a
subject

Methodology (or Research Methods): A particular procedure or set of procedures. These
may include the methods, techniques and instruments used in a research experiment.

Open-ended: A type of question (also known as an open question) where it is left up to the
respondent to volunteer an answer.

Population: the target group under investigation. The population is the entire set under
consideration. Samples are drawn from populations.

Reliability: The degree to which scores obtained with an instrument are consistent measures
of whatever the instrument measures.

Research process: The process undertaken by researchers to answer research
questions/hypotheses.
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Research question: A clear statement in the form of a question of the specific issue that a
researcher wishes to answer in order to address a research problem. A research problem is an
issue that lends itself to systematic investigation through research.

Research proposal: A detailed description of a piece of research that a researcher or
researchers propose to carry out

Response bias: A type of bias seen in epidemiological studies where the responses of the
participant may be influenced by the researchers or interviewers; i.e. when their responses
differ from their actual beliefs.

Research problem: A problem that someone would like to research; it is the focus of a
research investigation.

Research proposal: A detailed description of a proposed study designed to investigate a
given problem.

Research report: A description of how a study was conducted, including results and
conclusions.

Research: The formal, systematic application of scholarship, disciplined inquiry, and most
often the scientific method to the study of problems. R

Researcher bias: A situation in which the researcher's hopes or expectations concerning the
outcomes of the study actually contribute to producing various outcomes, thereby creating a
threat to internal validity.

Validity: The degree to which data and results are accurate reflections of reality. Validity
refers to the concepts that are investigated, the people or objects that are studied; the methods
by which data are collected; and the findings that are produced.

ot

N

4.10 ANSWERS TO CHECK YOUR PROGRESS:

Check your progress--A

Choose the Correct alternative
Ans: 1.d.
2. b.
3.d.
4.d.

. ]
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? 4.13 TERMINAL QUESTIONS

1. What is a research problem? Explain the sources of research problems.

2. What are the different stages in a formulating research problem?
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3. What do you mean by a problem? Explain the various points to be considered while
selecting a problem.

4. What are the characteristics and importance of formulating and statement of
research problem?

5. What are the various sources for investigating the problem of research.

4.14 CASE LETS/CASES

Online Booking- Has the time come?

The day is not very far when the Indian travelers can crisscross the globe with just a few
clicks. Taking e-commerce and information technology services a step further, the Indian
travel industry is composing itself to usher in the era of e-ticketing.

On-line booking involves pursuing of available information on travel websites and then
making a reservation. However, if you are not the kind who prefers a particular airline, then
you can check out travel sites, which collate flights details of all airlines, and are the apt place
to book or bid for air tickets. Travel portals, such as, travelguru.com, arzoo.com, yatra.com,
indiatimes.com, rediff.com, makemytrip.com, and cleartrip.com, would provide you all
details of flights along with their fares In an ascending order, i.e., the lowest priced, ticket is
featured first, on its web page.

The number of consumers who book travel tickets online is growing. But a switch from
offline environment to online environment creates certain doubts in the minds of consumers.
Such doubts have been termed as perceived risks in literature.

Also, the Internet revolution has brought about significant changes in market transparency,
defined as the availability and accessibility of information to market participants. For
example, air travelers can use online travel agencies to browse through hundreds of travel
offers to their destination, compared to typically few offers from a traditional travel agent or
airline prior to the Internet era.

Generally, market transparency seems to benefit consumers because they are able to better
discern the product that best fits their needs at a better price. However, there still is a large
percentage of population who get their tickets booked through the traditional queuing system.

The advent of e-ticket booking over the past couple of years has led to the mushrooming of
online travel agencies. These online service providers have in fact come up with a wide
variety of services for faster and more convenient mode of ticket booking. They offer a host
of services starting from booking something as mundane as a train or flight ticket to
something as exotic as a holiday. They offer various packages which have the entire itinerary
for the proposed holiday. They even offer a convenient pick-up and drop service. With such a
range of services being offered at your fingertips, expectations are that more and more
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number of travelers would start using such easy, fast and convenient services as compared to
the conventional booking process across a reservation counter. Yet, we still observe long
queues at the various reservation counters. And, we also know that there are a number of
people who use the online services available to book their travel than through traditional
travel booking counters.

Srininandan Rao, CEO of Ghoom.com, a travel portal that has been in existence for the past
three years wondered whether he can look at a bigger customer base for his travel booking
business or look at an alternative e-business.

Questions:
1. What is the kind of research study that you can undertake for Mr Rao?

2. Formulate the research problem and the objectives of your study. Can you suggest an
alternative research approach that you can take?

3. Develop a working hypothesis for your study.

. ]
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5.21 Suggested Readings

5.22 Terminal and Model Questions

5.23 Case Study

5.1 INTRODUCTION

As the research proposal is prepared, the researcher then tries to work out on the details
regarding what have to be done, when have to be done and why have to be done? S/he has to
conduct out a various research designs to be matched with the problem, considering a sample,
the method of arranging and collecting the data. Therefore, a research design can be
described as planning done for the conduct of investigation. The researcher should give
sufficient time and energy in developing a research design. The current unit will discuss why
the research designs need to be developed and methods of developing so.
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5.2 OBJECTIVES

In this unit you will be able to;

e learn concept relating to Research Design.
o classify Research Design.
e know sources of errors

5.3 MEANING OF RESEARCH DESIGN

A research design is a systematic plan developed to study the research problem. It includes
planning about the research, considering the collection, measurement and analysing the data.
William Zikmund has described research design as a master plan specifying the methods and
procedures for collecting and analysing the needed information. The research usually
considers the following questions are as follows:

a) Why is the study been conducted?

b) What is the kind of data required?

c) Where is the required data available?

d) What method will be used for sampling?
e) What method would be used for results?

Moreover, research design generally includes the following tasks:

1. Define the information to be needed for which design is to be drawn.

Designing of methods of research i:e whether exploratory, descriptive or casual.
Prescribe the measurement and scaling procedures.

Developing of questionnaire.

Lay down the process of sampling and its size.

Define the plan for data analysis.

ok wnN

Once the problem is known to the researcher, s/lhe must develop a research design
accordingly. The designs related to marketing research projects must be reliable and valid.
The designs so developed must be able to tackle the problems that may arise in future.

A functional design must include these:

a) The sampling design- it considers method of selecting and defining the sampling
units.

b) The observational design- defines the conditions under which data has to be collected.

c) The statistical design- it describes analysis procedure of data collection and in turn
how many units have to be observed.

d) The operational design- it trades the techniques using the above specified procedures
in sampling, statistical and observational design can be carried out.
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As given by E.A Schuman “Research design is not a highly specific play to be followed
without deviations but rather a series of guide posts to keep one-headed in the right
direction.”

54 DESCRIPTIONS OF RESEARCH DESIGN

CATEGORY OPTIONS

Degree to which research questions has been | Exploratory/ formal study.
formalised

Purpose of the research Descriptive/ casual study.
Control over variables Experimental/ ex-post facto study.
Time involved Cross-sectional/ longitudinal study.

Degree for Formalisation of Research Questions:

A study can be exploratory or descriptive depending on the nature and objectives of the
study. In exploratory study we need to develop a hypothesis and as this study is over we need
to describe the procedures for conducting and determining our research objectives. The basic
goal of formal research design is testing of the hypothesis and answering of the questions so
proposed.

Purpose of the Research

The basic difference between descriptive and causal researches it about their objectives and
the structure of the research. Basically descriptive research is concerned about finding when,
where and how of the problem and causal research considers about learning that is why one
variable influences the other variables.

Control over Variables

Here, the researcher tries to manipulate the variables of interest in experimental study. This
research is suited when the objective is to find out whether certain variables produce effects
in other variables whereas in ex-post the researcher lacks the ability of manipulating the
variables.

Time Involved

Cross-sectional studies are conducted ones for over a long period of time whereas when
studies repeated over a period of time are considered as longitudinal studies.
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5.5 CHARACTERSTICS OF GOOD RESEARCH DESIGN
1. Objectivity: The design so developed should be free from biasness and there should
be no partially on any side.
2. Reliability: it considers that results given overtime should be consistent whenever the
design is repeated.
3. Validity: the results given should be accurate. It must focus on collection and tends to
measure what it is supposed to.
4. Generalization: it considers the results collected under this design, holding true for
the sample study must also hold true for the entire population.
5.6 CLASSIFICATION OF RESEARCH DESIGNS
RESEARCH DESIGN
EXPLORATORY CONCLUSIVE
DESCRIPTIVE CAUSAL
CROSS-SECTIONAL LONGITUDINAL
SINGLE CROSS- MULTIPLE CROSS-
SECTIONAL SECTIONAL
Fig 5.1 Research design
5.7 IMPORTANCE OF RESEARCH DESIGN

As stated by Wilkinson & Bhandakar. “If we anticipate before we conduct a research inquiry,
the various difficulties that may have to be encountered in the course and decide what to do
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about these, then, we increase to that extent our chances of rationality, controlling the
research procedure and forestalling the possibilities of failure.

Thus the importance of research design is as follows:

It gives direction to the research study because without design it would be ideal.
It defines the accuracy required in the research.

Differentiates between the relevant and irrelevant factors.

Provides a better way for inquiring the problems.

Lastly, it provides some concepts for evaluating the projected study.

NEED FOR THE RESEARCH DESIGN

It reduces inaccuracy;

Helps to get maximum efficiency and reliability;
Eliminates bias and marginal errors;

Minimizes wastage of time;

Helpful for collecting research materials;
Helpful for testing of hypothesis;

Gives an idea regarding the type of resources required in terms of money, manpower,
time, and efforts;

Provides an overview to other experts;

Guides the research in the right direction.

ADVANTAGES OF RESEARCH DESIGN

Consumes less time.
Ensures project time schedule.

Helps researcher to prepare himself/herself to carry out research in a proper and a
systematic way.

Better documentation of the various activities while the project work is going on.
Helps in proper planning of the resources and their procurement in right time.

Provides satisfaction and confidence, accompanied with a sense of success from the
beginning of the work of the research project.
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5.10 CONCEPTS RELATING TO RESEARCH DESIGN

1. Variables: variables are those which can take quantitative value for measuring the
factors. The variables can be classified as:

a) Independent variables: The variable that is stable and unaffected by some other
variables that one intends to measure. Here, we can manipulate the price levels and
measure the change in quantity demanded due to different price levels.

b) Dependent variables: When one variable is dependent on other is called dependent
variable. The variable that depends on other factors that are measured. For example
behavioural changes occurring due to environment manipulations.

c) Discrete variables: The variables that can presented only in integer values.

d) Extraneous variables: the variables taken by the researcher are not related to the
purpose of the study are extraneous variables.

2. Confounded relationship: When the dependent variable is not free from the influence
of extraneous variable, the relationship between the dependent and independent
variables is said to be confounded by an extraneous variable.

3. Experiment: it defines the process of testing the statistical hypothesis for eg. To
examine the teaching methods we need to calculate the performance of the students.

4. Control: One aspect of a good research design is to reduce the effect of extraneous
variable. Control is used to design the study reducing the effects of extraneous
independent variables.

5. Experimental group/ control group: In an experimental hypothesis-testing when a
group is opened to ongoing conditions, it is control group, but when the group is opened
to some special condition, it is an experimental group.

6. Treatments: The conditions under which experimental and control groups are put are
termed as treatments.

7. Research hypothesis: When a predicted relationship is to be tested by scientific
methods, it is known as research hypothesis. The research hypothesis is a predictive
statement that relates an independent variable to a dependent variable.

State Problems versus Process Problems:

A difference can be made among state problems and process problems. State problems
tend to answer what is the situation at given point of time, while process problems deal
with the change of phenomena over time. Examples of state problems are the level of
mathematical skills of sixteen-year-old children or the level, computer skills of the
elderly, the depression level of a person, etc. Examples of process problems are the
development of mathematical skills from puberty to adulthood, the change in computer
skills when people get older and how depression symptoms change during therapy.

State problems are easier to measure than process problems. State problems just require
one measurement of the phenomena of interest, while process problems always require
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longitudinal study are needed to address process problems.

Research designs such as repeated measurements and

5.11 COMPARISON OF RESEARCH DESIGNS

PARTICULARS EXPLORATAR | DESCRIPITIVE EXPERIMENTAL
Y
OBJECTIVE To develop new To define the To establish cause and
ideas functions of the effect relationship
market. between the variables.
CHARATERSTICS | Fluid and Pre-planning, well Involves manipulation
unformed developed structured | of one or the other
variables.
METHODOLOGY e Secondary e Secondary data | Casual
data e Surveys
e Expert e Panels
survey e Observations
e Pilot
survey
e Qualitative
research
4 |Check Your Progress-A

Q1. What do you mean by Research Design?
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Q3. What are the various types of Variable?

5.12 EXPLORATORY RESEARCH DESIGN

Exploratory research studies are also called formulative research designs. The objective
behind this study is to formulate a problem for more precise investigation or in view of
developing the working hypotheses. The major concern is on the discovery of ideas and
insights into the problem. The design so developed must be elastic as it must provide
opportunities for predicting the problems under study. The design should be so developed
that there may be possibility of necessary changes when as needed according to the research
objective and the problem. It generally takes place when the solution for the problem is not in
hand as there are not past insights. Here preliminary work needs to be done in order to gain
familiarity and according to that we need to develop a model defining the process so that
investigation can be done accordingly.

Exploratory research can be used for any of the following purposes:

a) Formulating a problem.

b) Identify alternative courses of action.

c) To develop a hypothesis.

d) To identify the important variables and the relationship between them.
e) Perception of problem.

f) To develop priorities for future research.

Moreover we can say exploratory research is of extensive use as the researcher has to find
solutions to the problems first hand and once the direction to the problem is found s/he can
work upon that whereas it may provide directions to the researcher for future use.

Methods used for exploratory research:

A) Analyse the secondary data.
B) Expert survey.

C) Pilot survey.

D) Qualitative research.

Secondary data- As understood by its name secondary means second hand. The literature
which is already published as reviewed by them for their respective studies. The researcher
may study that literature as to obtain hypothesis. The data can be bibliographies on the
journals magazines, newspapers etc. The data can also be available online from their
respective sites as maintained by the organizations. By studying the past, the researcher
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would able to know the areas which have been less focussed and hence study can be
conducted on them in future.

Expert survey- In Expert Survey, experts means experience persons. The persons who have
thorough knowledge of that respective area as they may have done research in the past
relating to that and hence it would be valuable source of information for the researcher.
Since, the researcher is looking for new ideas s/he must choose his/her expert thoroughly as
per his/her need. Because the person chosen must have full insight into the research and have
wide experience.

An expert would be good source of hypothesis, about modus operandi of conducting
research; source of problem; and possible problem that may came in the study.

Analysis of ‘insight-stimulating” examples is also a fruitful method for suggesting hypotheses
for research. It is particularly suitable in areas where there is little experience to serve as a
guide. This method consists of the intensive study of selected instances of the phenomenon.
Here existing records are examined, the unstructured interviewing may take place, or some
other approach may be adopted. Attitude of the investigator, the intensity of the study and the
ability of the researcher are drawn together to get vast amount of information.

Here, the objectives of the research can be accomplished either from qualitative or
quantitative research. But this research focuses more on qualitative research.

Qualitative Research

Disguised Non- disguised

Projective Technique Focus groups Depth interview

Fig 5.2 Qualitative Research

Under the disguised qualitative research, the true objective of research is not known to the
respondent. He may get the idea from the questions been asked to him.

Focus group interview: when interview conducted by the experienced person on the small
group of people to know about the target market. It is free flow discussion when in end the
researcher tends to gain useful information.

Depth-interview: when the interview is held on the single respondent to know the areas of
interest overtime. This interview is conducted by the person having full knowledge in the
respective field.
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Projective technique: It involves an unstructured questioning that focus on motivations,
attitudes and behavior. This research underlines to know to behavior of others rather than the
respondent behavior.

Thus, an exploratory research study leads to insights or hypotheses, whatever method or
research design outlined above is adopted, the only thing essential is that it must continue to
remain flexible so that many different facets of a problem may be considered as and when
they arise and come to the notice of the researcher.

5.13 DESCRIPTIVE RESEARCH DESIGN

Those studies that tends describe the characteristics of a particular individual, a group,
whereas classic studies determine the frequency with which something occurs. The studies
concerning whether certain variables are associated are examples of diagnostic research
studies. Studies related to specific predictions, with narration of facts and characteristics
concerning individual, group or situation are all examples of descriptive research studies.
Many, social research studies are covered here. In descriptive as well as in diagnostic studies,
the researcher is able to define clearly, what s/he wants to measure and able to find adequate
methods for measuring the variables needed for the study. Since the aim is to obtain
complete and accurate information. The design so developed must be protective against
biasness and must maximize reliability, with due concern for the economical completion of
the research study. The design followed here should be rigid and not flexible and must focus
attention on the following:

What the study is about and why is it being made?
What techniques of gathering data will be adopted?
How much material will be needed?

Where can the required data be found and with what time period should the data be
related?

Processing and analyzing the data.

Reporting the findings.

The reasons why descriptive research study is conducted:

a) To define the characteristics of the group.

b) To know the units of the population.

c) To determine the perception of the consumers regarding the product.
d) To study the degree of the variables.

e) Establish the relationship between two or more variables.

Unit 5 Research Designs-I Page 86 of 434



MS 110 Research Methodology Uttarakhand Open University

Descriptive research clearly focuses on the objective, content and the purpose of the study.
Here, the researcher must minimize the biasness and maximize the reliability of the data.
The design used for descriptive studies is also called survey designs because the data so far
collected is based on the survey. It includes:

a) Clear definition of the problem: The problem under study should be clearly defined
otherwise data so collected should be waste.

b) Methods of data collection: Appropriate method must be used for collecting the data
based on the research objective. Various survey methods like questionnaire,
interview must be critically examined beforehand.

c) Preparation of instruments: This includes the method by which respondents will be
approached whether through mail, or through interview procedure.

d) Sampling design: The method used for sampling should represent the entire
population. Among various probability and non-probability sampling techniques the
researcher must choose the one that fits to his/her design.

e) Data collection and analysis technique: The design should state the control that
researcher would be supervising his/her field workers while they are collecting the
data.

Examples of descriptive research design are:

1. The studies describing market size, buying power of the consumers are termed as
market studies.

The studies defining sales area, customer and region are termed as sales analysis.
Investors investing in different investment products overtime.

Changes in range and frequency of the prices.

Analyzing the perception of the companies towards their company products.

ok~ own

Further the descriptive research design can be classified as:

Cross-sectional designs: This includes collecting of information only once from the entire
population. They are further termed as single cross-sectional and multiple cross-sectional
designs. In single cross-sectional, only once sample is drawn from the entire population and
study is further conducted on that basis whereas in multiple cross-sectional, there are two or
more samples and hence information is obtained from them only once. Here, the criteria
behind multiple cross-sectional are comparison can be made for the study over the years.

Longitudinal designs: This includes collecting of information repeatedly from the same
population. This design is different from the above mentioned design as the study is done
over and over the same population which means the sample for the study remains the same.
This study provides in-depth interview because it is done over and time again so the
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researcher tends to become familiar. The term panel may also be used in relation to
longitudinal studies because it generally includes sample of respondents including
households which agreed to provide information at specific intervals over a long period of
time.

Performance Chart for Cross-Sectional and Longitudinal Studies:

CRITERIA LONGITUDINAL CROSS-
SECTIONAL

ACCURACY Poor results Good results

RESPONSE BIAS Good Poor

REPRENSTATIVE Good Poor

SAMPLING

FINDING CHANGES Poor Good

5.14 PROCEDURE FOR DESCRIPTIVE RESEARCH DESIGN

SURVEY METHODS

Telephone Personal
methods methods

Mail methods Electronic
methods

Fig 5.3 Survey Methods

Survey methods: It considers giving to respondents a structured questionnaire and then
eliciting needed information from those responses. It includes:

a) Telephone methods- It involves collecting information from the respondents
on the phone which are decided in advance by the researcher. Namely
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b)

d)

computer-assisted telephone interviews and traditional telephone interviewing
methods have been used.

Personal methods- It includes personally visiting the respondents in order to
get their response. The series of questions decided in advance would be asked
from the respondent. Namely mall interview, in-home interview and
computer-assisted interview tends to be used.

Mail methods- here, no face to face interaction takes place between the
researcher and the respondent. The questionnaire is mailed to respondent or
sent post in order to get his/her response. Namely mail interviews and mail
panels tend to be used.

Electronic methods- Here physical questionnaire is not prepared by the
respondent hence a computerised questionnaire tends to get prepared and then
mailed to the respondents. Namely E-mails and internet interviews tend to be
used.

OBSERVATIONAL METHODS

Personal
observations

Mechanical Audit Content analysis Trace analysis
observations

Observational

Fig 5.4 Observational Methods

methods: It includes recording of a behavioural pattern of study relating to

people, objects in systematic manner in order to get information about the necessary area of
interest. It includes:

a) Personal observations- when the researcher himself/herself observes the respondents
and records the desired behaviour as per his/her need.

b) Mechanical observations- Here, in place of person, a mechanical is installed in order
to record the performance.

c) Audit- Here, the researcher collects data through examining the records himself.

d) Content analysis- when some part of the information is to be reviewed instead of total
than content analysis is done

e) Trace analysis- Data collected on the basis of past studies which may be exhibited
intentionally or unintentionally by the respondents.
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Lastly research design among the two can be summarised in tabular form as:

RESEARCH DESIGN EXPLORATARY DESCRIPTIVE
OVERALL DESIGN Flexible Rigid

Sampling design Non-probability design Probability design
Statistical design No pre-planning Pre-planned in advance
Observational design Unstructured Structured

Operational design No-fixed decisions Advanced decisions

5.15 CAUSAL/ EXPERIMENTAL RESEARCH DESIGN

This research is designed to identify the cause and effect relationship between the variables.
Such studies require well defined process to reduce biasness and increase reliability of the
data, but would tend to draw inferences about causality. Beginning of such designs was made
by Professor R.A. Fisher’s when he was working at Rothamsted Experimental Station (Centre
for Agricultural Research in England). Professor Fisher found that by dividing agricultural
fields or plots into different blocks and then by conducting experiments in each of these
blocks, whatever information is collected and inferences drawn from them, happens to be
more reliable. Nowadays, the experimental designs are used by the researches relating to
phenomena of several disciplines. Following steps are involved in conducting a experimental
study.

a) Defining of the problem.
b) Hypothesis formed.
c) Experimental design needs to be developed concerning:
1. Sample subjects to be chosen.
2. Grouping of the subjects.
3. ldentifying of the factors.
4. Constructing an instrument to measure such variables.
5. Defining of time and place were study would be conducted.
d) Experiment to be conducted.
e) Testing of hypothesis by analysing the data.
f) Reporting of findings.

As the experimental designs mainly focuses on controlling extraneous variables because
further they would provide some problems in the results. So it is necessary to control
variables in time as to know the accurate results.
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1. Randomization- it involves randomly assigning of units to the two
groups to know the test results. When these variables are to be tested
on students the factors like 1Q level, age, sex must be randomly
distributed.

2. Matching- this involves knowing in advance the variables that would
affect the performance. So they have to be advanced in match to avoid
any disturbance in the test results.

3. Statistical control- it involves making of adjustments to control the
extraneous variables by using ANOVA, ANCOVA.

Principles of Experimental Design
There are three principles namely principle of replication, principle of randomization,
principle of local control.

a. Principle of replication. As per its name, it means repeatedly testing of data again and
again over a period of time. It enhances the chances of effectiveness of test results

b. Principle of randomization. Randomization generally includes distributing of tests
units randomly among the different groups as to minimize the errors and increase the
reliability of the data.

c. Principle of local control. Here, to measure the effect of extraneous variables they are
distributed over a large size of population so the variables hindering the results would
be eliminated in time as to get effectiveness.

Types of Experimental Design

EXPERIMENTAL

Pre- True-experimental Quasi- Statistical
experimental experimental

Fig 5.5 Experimental Research Design

e Pre-experimental design: These experiments do not include a control group. It
follows:

a) One-shot case study- This is followed when the researcher attempts to
explain a consequence by the antecedent. This study is also called after-only
design.

X —>»0
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In this a single group is exposed to treatment X and effect of the dependent
variable O is measured.

b) One group pre-test-post test study- This study is improvement over the
earlier study because the pre-test scores are taken into consideration.

01 X ——»02

c) Static group design- It considers control group for measuring the effect of
respective variables,

e True-experimental designs: these experiments follow principle of randomization. It
follows:

a) Pre-test post test experimental control group designs- the researcher has to
carefully check the effect of control variables as the units are assigned among
different group of individuals as following the principle of randomization.

b) Post-test only control group design- Here post test scores are recorded. Each
group is randomly measured and there results are administered on the
experimental groups.

c) Solomon four group design- This design follows the principles of post test
control groups and it aims to reduce the affect of pre testing designs.

o Quasi-experimental designs: These designs are reliable and cheap as they do not
involve principle of randomization. It follows:

a) Time-series designs- Design so developed should work for long term as the
effects of pre and post testing designs have been eliminated.

b) Multiple time series- Here, a control group and experimental groups are
introduced as to reduce biasness and hence treatment test scores are taken
from both groups.

e Statistical design: The researcher tends to introduce the blocking factor in order to
maximize the effect of extraneous variables. It follows:

a) Completely randomized design- In this design two principles i:e principle of
randomization and replication is followed. This design is adopted when the
dependent variable is influenced by one independent variable. It includes:

1. Two group simple randomized design- it includes selection of test units
among the two groups that is experimental and control groups
randomly.

2. Random replication design- here, the treatment is randomly assigned
among the test units. This design manages to control not only the
differential effect of extraneous independent variables but consider the
individual differences among the people which are involved in the
study.

b) Randomized block design- here, homogeneous blocks are selected to apply the

principle of local control. The extraneous variables do effect the part of the study

rather they are not been considered.
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c) Latin square design- in this design equal treatment is done on two extraneous variables i
any position respective to their rows and columns. The major behind this method is that it
does not interaction between the treatment and blocking factors.

d) Factorial design- here factors are used by the researcher to measure the effect of one
independent variable on the other dependent variables. Further they are of two types:

1. Simple factorial design: this design is 2X2 where the effect of two factors on the dependent
variables is measured. Here, the relation between the treatment and level can be measured
and be known whether they are independent or not.

2. Complex factorial design: it involves studying of more than one factor at a time where two
experimental, two levels and one variable is assumed. As the number of variables for the
study tends to increase the greater would be interaction between the variables.

Causal Research Design
This research is conducted to determine or defining the relationship between the variables.
The purpose of causal research is:

1. To determine the cause and effect variables this tends to differentiate between the
dependent and independent variables.

2. To define the relationship between the variables this needs to be predicted for the
study.

Procedure for Causal Research

This research determines the cause and effect relationship where causation means change in
one variable leads to change in other respective variables. There are three conditions which
need to be satisfied before testing any relationship between the variables. These are; time
occurrence of variables, concomitant variation and elimination of other possible causal
factors.

</ |Check Your Progress-B

Q1. What is Descriptive Research Design?
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Q2. What do you mean by Experimental Research Design?

5.16 RELATIONSHIP BETWEEN EXPLORATORY,
DESCRIPTIVE AND CAUSAL RESEARCH DESIGN

1. Firstly, the researcher needs to explore the data precisely and be inhabited with problems
s/he is facing.

2. The researcher must consider alternative courses of action to solve the problem and acquire
the one which suites to his/her research objective.

3. In case the researcher is well-equipped with research problem than s/he must define the
procedure and methods to be used for testing the results.

4. Hypothesis must be build if necessary according to research objective.

5. The relationship between the variables that is cause and effect relationship.
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5.17 SOURCES OF ERROR

ERROR
| |
RANDOM SAMPLING NON-SAMPLING ERROR
ERROR
RESPONSE ERROR NON-
RESPONSE
INTERVIEWER RESEARCHER RESPONDENT
ERROR ERROR ERROR

Fig 5.6 Sources of Error

5.18 SUMMARY

In this unit you learnt that research design involves a logical and systematic series of decision
that are taken to achieve the objectives of the research study. Hence, a research design can be
described as planning done for the conduct of investigation or it can also be said as plan of
proposed research work. A study can be exploratory or descriptive depending on the nature
and objectives of the study. In exploratory study we need to develop a hypothesis and as this
study is over we need to describe the procedures for conducting and determining our research
objectives. The basic goal of formal research design is testing of the hypothesis and
answering of the questions so proposed. You also learnt common research design in
quantitative and qualitative research and accordingly what are the considerations that should
be kept in mind when selecting appropriate research design.

5= _ 519 GLOSSARY

Independent variables: The variable that is stable and unaffected by some other
variables that one intends to measure.
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Dependent variables: when one variable is dependent on other is called dependent
variable.

Confounded relationship: When the dependent variable is not free from the influence
of extraneous variable, the relationship between the dependent and independent
variables is said to be confounded by an extraneous variable.

Causal Research Design: This research is conducted to determine or defining the
relationship between the variables.

—
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? 5.22 TERMINAL AND MODEL QUESTIONS

Q1. Define different types of experimental designs?
Q2. Differentiate between exploratory, descriptive and conclusive research design?
Q3. Describe the features, need and advantages of the research design?

Q4. Discuss the major sources of error for research design?

5.23 CASE STUDY

Chetan was 41 year old boy working professionally inherited in team of five people. He had
been in his position for five years. Chetan was a nice guy who often did enough to get by and
avoid serious complaints. When he wanted, he performs very well. This was relatively rare.
Too-often his work was insufficient- lack of follow-up with customers, computational errors,
being somewhat rude with others, missing deadlines.

When asked how he was doing, he emphasised his accomplishments and compliments he had
received. If asked about sub-standard work, he was very skilful at avoiding responsibility. He
saw himself as better than average employee who deserves recognition and good raises. His
previous had not addressed the performance issues, which reinforced Chetan’s opinion of him
and made the job much more difficult.

As his boss, could have done nothing since there were a lot of bills in the organization and
the related manager was not concerned. In fact, he was more concerned about having
unhappy employees than having high productivity. Still, decided to see how Chetan
performance could be improved. The other employee’s performance on the team was
consistently better than his, though not so much that it was point of contention. The other
employees wanted to keep the peace and not deal with chetan’s issue. He did not hesitate to
confront others and so worked for him also.

Questions:

1.  Evaluate the research design in this case?
2. What changes if any, can be made in the observation form?
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UNIT 6 RESEARCH DESIGN-II
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6.13 Summary

6.14 Glossary

6.15 References

6.16 Suggested Readings

6.17 Terminal & Model Questions

6.1 INTRODUCTION

In previous unit you have learnt about various research designs. In this unit we will discuss
the specific approaches for design a research. As the research has different interpretations and
connotations for different people, the work of researchers occurs through research methods,

selected by the researcher in research design.

In the most elementary sense, the research design is a logical sequence of activities related to
research process. It starts with conceptualization of research problem and ends with findings
and conclusions. Yin (1994) specified that a research design is a blueprint of research,

dealing with the followings.

. What questions to study?
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. What data are relevant?
. What data to collect?
. How to analyse the results?

Research design is much more than a work plan because the main purpose is to help to avoid
the situation in which the evidence does not address the initial research questions. Hence the
research design deals with a logical problem and also specifies how the investigator will
address the critical issues. Designs in research describe the data collection method or research
approach that is used in a study. It defines the various ways by which information is gathered
for evaluation or assessment. There are various designs in research, and each is used for a
different purpose. It is not uncommon to use a mix of two or more research designs in certain
studies.

6.2 OBJECTIVES

After reading this unit students would be able

e To understand about different research designs.
e To understand the relevance of case studies in the field of research.
e To enhance the knowledge about parameters for an ideal research design

e To know about the basic criteria of research design

6.3 RESEARCH DESGN: A BLUEPRINT OF RESEARCH

Research design is an essential part of the research. In order to make a valid and reliable
study the design of the study must be prominent and meaningful. Research design was be
associated with the foundation of the building. If the foundation of the building will be
strong, the building will definitely be strong. There is a famous saying in computer that
garbage in, garbage out. Whatever the information, data we will be incorporating accordingly
we will get the result or output.

There are many definitions of research design, but no one definition covers the full range of
important aspects. Some definitions for research design are by different authors are quoted
here.

According to David J Luck and Ronald S Rubin, “A research design is the determination and
statement of the general research approach or strategy adopted for the particular research
project”.

Kerlinger defines research design as “the plan, structure and strategy of investigation
conceived so as to obtain answers to research questions and to control variance”.
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According to Green and Tull, “A research design is the specification of methods and
procedures for acquiring the information needed”.

Cooper & Schindler say that “the research design constitutes the blueprint for the collection,
measurement, and analysis of data”

Green defines research design as “the specification of methods and procedures for acquiring
the information needed. It is the overall operational pattern of framework of the project that
stipulates what information is to be collected from which sources by what procedures”.

Research design could be described as the plan and structure of investigation so conceived as
to obtain answers to research questions. The plan is the overall scheme or program of the
research. It includes an outline of what the investigator will do from writing hypotheses and
their operational implications to the final analysis of data. A structure is the framework to
organize the research process and configurations of the research. A good research design will
ensure that the information obtained is relevant to the research questions and that it was
collected by objective and economical procedure. Specifically a research design could be
described as the overall plan for connecting the conceptual research problems to the pertinent
(and achievable) empirical research. It articulates what data is required, what methods are
going to be used to collect and analyse this data, and how all of this is going to answer your
research question. Different design logics are used for different types of study.

The research design also reflects the purpose of the inquiry, which can be characterized as
Exploration, Description, Explanation, Prediction, Evaluation, and History. The table below
summaries the types of questions addressed in different groups.

6.4 PARAMETERS FOR AN IDEAL RESEARCH DESIGN

According to Chawla & Sondhi( 2011) a research design must endure following basic
doctrine.

e Able to convert research question and the stated assumptions / hypothesis into
operational variables that can be measured.

e Must specify the process that would be followed to complete the above task, as
efficiently and economically as possible.

e Specify the control mechanism that would be used to ensure that the effect of other
variables that could not impact the outcome of the study has been controlled.

On the basis of above discussions, we can now summarise the criteria for a good research
design as follows.

o Simplicity: A research design should be easy to understand and simple to functioning.
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Economical: Research design must be economical. The technique selected must be
cost effective and less time-consuming and minimising the human resource.

Reliability: A good research design must ensure to reduce the possibilities of various
errors. This should have the minimum bias and have the reliability of data collected
and analysed.

Workability: A good research design must be workable, pragmatic and practicable.

Flexibility: A good research design must be flexible enough to accommodate the
consideration of many different aspects of research problem and phenomena that may
appear during research process.

Degree of Accuracy: A good research design must lead to high degree of accuracy
and objective results to draw valid conclusions.

6.5 STANDARDS OF CATEGORISING THE RESEARCH
DESIGN

There are lot of benchmarks through the research designs can be categorised. Some important
yardsticks are given below:

The degree to which the research question has been taken shape- On the basis of
degree exploratory and formal studies can be taken into the consideration.

The method of data collection- On the basis of method of data collection (primary
method, secondary method) this manner of classifying is to be known as Monitoring
and Communication Study.

On the basis of variables taken under study- Under this category the research
design are classified as Experimental and Ex post facto.

The purpose of the study- This basis leads to categories the research design as
Reporting, Descriptive, Causal-Explanatory, Causal-Predictive

The time dimension- On time dimension the research designs are classified as Cross-
sectional and Longitudinal

The topical scope, breadth and depth of the study- On the basis of this we can
classify the research design as Case study and Statistical study

The research environment- The research environment basis of classification defines
research design as Field setting, Laboratory research, Simulation
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* The participants’ exposure and interpretations about awareness of the research
activity- It classifies the research designs as Actual routine research design and
Modified routine research design.

Malhotra in his book marketing research developed the relationships among different types of
research design Figure on right side depicts the classification and relationships of various
research design

Research Design

¥ v
Exploratory Conclusive
Research Design Research Design
¥ ¥
Descriptive Causal Research
Research

6.6 TYPES OF RESEARCH DESIGN: AN OVERVIEW

There are so many ways to classify the research design. Among them an easy way has been
taken into the consideration to classify the research design. A very simple approach has been
discussed below:

1. Exploratory research design
2. Descriptive research design
3. Causal research design
Further a detailed and comprehensive explanation has been made below:

6.6.1 EXPLORATORY RESEARCH DESIGN

Exploratory research is unstructured, informal research undertaken to gain background
information about the general nature of the research problem. The main purpose of the
exploratory research is to get the insights. This type of research design is specifically suitable
when the research objective is to provide insights into

o Identifying the problems or opportunities in very systematic manner.
o Defining the problem more clearly, systematically and precisely.
° Getting deeper insights into the variables operating in a situation
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o Identifying relevant courses of action pursuant to associated available state off
nature.

Now a day’s most of the researcher is carrying out their research exploratory. More research
work has been of an exploratory nature; emphasizing on finding practices or policies that
needed changing and on developing possible alternatives. Exploratory research could also be
used in conjunction with other research. As mentioned below, since it is used as a first step in
the research process, defining the problem, other designs will be used later as steps to solve
the problem. For instance, it could be used in situations when a firm finds the going gets
tough in terms of sales volume, the researcher may develop use exploratory research to
develop probable explanations. Analysis of data generated using exploratory research.

On examination of the objectives of exploratory research, it is well understood that it could
be used at the initial stages of the decision making process. It allows the marketer to gain a
greater understanding of something that the researcher doesn’t know enough about. This
helps the decision maker and the researcher in situations when they have inadequate
knowledge of the problem situation and/or alternative courses of action. In short, exploratory
research is used in the absence of tried models and definite concepts.

Exploratory research could also be used in conjunction with other research. As mentioned
below, since it is used as a first step in the research process, defining the problem, other
designs will be used later as steps to solve the problem. For instance, it could be used in
situations when a firm finds the going gets tough in terms of sales volume, the researcher
may develop use exploratory research to develop probable explanations. Analysis of data
generated using exploratory research is essentially abstraction and generalization.
Abstraction refers to translation of the empirical observations, measurements etc. into
concepts; generalization means arranging the material so that it focuses on those structures
that are common to all or most of the cases. The exploratory research design is best
characterized by its flexibility and versatility. This is so, because of the absence of the non-
imperativeness of a structure in its design. It predominantly involves imagination, creativity,
and ingenuity of the researcher.

Exploratory research are conducted by following methods

« Secondary data analysis: Secondary data refers to the process of searching for and
interpreting existing info relevant to the research problem (e.g., census data, articles in
journals, newspapers, etc.).

» Experience (Expert) surveys: Refers to gathering info from those thought to be
knowledgeable on the issues relevant to the problem (i.e., ask experts).

« Case Analysis: Uses past situations that are similar to the present research problem.

» Focus groups: Involves small (8-12) groups of people brought together and guided by
a moderator through unstructured, spontaneous discussion.

Some of the more popular methods of exploratory research include literature searches, depth
interviews, focus groups, and case analyses.
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Literature Search One of the quickest and least costly ways to discover hypotheses is to
conduct a literature search. Almost all marketing research projects should start here. There
is an incredible amount of information available in libraries, through online sources, in
commercial data bases, and so on. The literature search may involve popular press
(newspapers, magazines, etc.), trade literature, academic literature, or published statistics
from research firms or governmental agencies.

Depth interviews are used to tap the knowledge and experience of those with information
relevant to the problem or opportunity at hand. Anyone with relevant information is a
potential candidate for a depth interview, including current customers, members of the target
market, executives and managers of the client organization, sales representatives,
wholesalers, retailers, and so on. For example, a children’s book publisher gained valuable
information about a sales decline by talking with librarians and schoolteachers who indicated
that more and more people were using library facilities . . . and presumably buying fewer
books for their children

Focus group interviews are among the most often used techniques in marketing research.
Some would argue that they are among the most overused and misused techniques as well, a
point we’ll return to later. In a focus group, a small number of individuals (e.g., 8-12) are
brought together to talk about some topic of interest to the focus group sponsor. The
discussion is directed by a moderator who is in the room with the focus group participants;
managers, ad agency representatives, and/or others often watch the session from outside the
room via a two-way mirror or video link. The moderator attempts to follow a rough outline of
issues while simultaneously having the comments made by each person considered in group
discussion. Participants are thus exposed to the ideas of others and can respond to those ideas
with their own.

Group interaction is the key aspect that distinguishes focus group interviews from depth
interviews, which are conducted with one respondent at a time. It is also the primary
advantage of the focus group over most other exploratory techniques. Because of their
interactive nature, ideas sometimes drop “out of the blue” during a focus group discussion. In
addition, there is a snowballing effect: A comment by one individual can trigger a chain of
responses from others. As a result, responses are often more spontaneous and less
conventional than they might be in a depth interview.

Case Analyses is Intensive study of selected examples of the phenomenon of interest Often,
researchers can learn a lot about a situation by studying carefully selected examples or cases
of the phenomenon. This is the essence of case analysis, another form of exploratory
research. As a researcher, you might examine existing records, observe the phenomenon as it
occurs, conduct unstructured interviews, or use any one of a variety of other approaches to
analyze what is happening in a given situation.
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Case analyses can be performed in lots of different ways. Sometimes internal records are
reviewed, sometimes individuals are interviewed, and sometimes situations or people are
observed carefully. Several years ago, a company decided to improve the productivity of its
sales force. A researcher carefully observed several of the company’s best salespeople in the
field and compared them to several of the worst. It turned out that the best salespeople were
checking the stock of retailers and pointing out items on which they were low; the low
performers were not taking the time to do this. Without being in the field with the sales force,
this insight probably wouldn’t have been uncovered.

Practically exploratory research design could be used for following purposes.(Malhotra,
2001)

e Formulate a problem more precisely

e ldentify alternative course of action means strategies

e Develop a hypothesis

e Isolate key variables and relationships for further examination
e Gain insights for developing an approach to the problem

e Establish priorities for further research

6.6.2: DESCRIPTIVE RESEARCH DESIGN

Descriptive research provides answers to the questions of who, what, when, where, and how.
It is important to note here that we cannot conclusively ascertain answers to WHY using
descriptive studies.
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As the name suggests, descriptive study involves describing some event or phenomena on
investigation and study under research. For example a descriptive research design for market
conditions may consider following situations for descriptions under who, what, when, where,
and how.

e Characteristics or functions

e Estimate the percentage of customers in a particular group exhibiting the same
purchase behaviour;

e Perceptions of product characteristics; and
e To predict the pattern of behaviour of characteristic versus the other

In descriptive research, the data is collected for a specific and definite purpose and involves
analysis and interpretation by the researcher. The major difference between exploratory and
descriptive research are as follows

e Descriptive research is characterized by the formulation of specific objectives.

e Descriptive studies restrict flexibility and versatility as compared to exploratory
research.

e It involves a higher degree of formal design specifying the methods for selecting the
sources of information and for collecting data from those sources.

Formal design is required in order to ensure that the description covers all phases desired. It
is also required to restrain collection of unnecessary data

While designing a descriptive research, the researcher should also have sufficient knowledge
on the nature and type of statistical techniques he/she is going to use. This will greatly help to
have the right design in place. Mostly descriptive studies are conducted using questionnaire,
structured interviews and observations. The results of descriptive studies are directly used for
managerial decisions

Descriptive research design could be classified in to broad categories as follow.
— Cross-sectional descriptive research design
— Longitudinal descriptive research design

Longitudinal research relies on panel data and panel methods. It involves fixing a panel
consisting of fixed sample of subjects that are measured repeatedly. The panel members are
those who have agreed to provide information at a specific intervals over an extended period.
For example, data obtained from panels formed to provide information on market shares are
based on an extended period of time, but also allow the researcher to examine changes in
market share over time. New members may be included in the panel as an when there is a
dropout of the existing members or to maintain representativeness. Panel data is analytical
and possess advantages with respect to the information collected in the study. They are also
considered to be more accurate than cross sectional data because panel data better handle the
problem associated with the errors that arise in reporting past behaviour and the errors that
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arise because of the necessary interaction between interviewer and respondent. Some
examples of descriptive research are as follow

« Study Measuring Various Attributes of Salespeople, a Training Program, or a
Retailing Situation

» Measuring how salespeople or customers behaved, as well as what happened to sales
volume

» Learn about characteristics of people shopping at a particular store
 Satisfaction Study taken at multiple times throughout the year

Cross-sectional research is the most predominantly and frequently used descriptive research
design in marketing. It involves a sample of elements from the population of interest. The
sample elements are ensured on a number of characteristics. There are two types of cross-
sectional studies

e Field studies and
e Surveys

It may appear that field studies and surveys are no different but the same. However, for
practical reasons, they are classified into two categories cross sectional research. The
fundamental difference lies in the depth of what these research cover. While survey has a
larger scope, field study has greater depth. Survey attempts to be representative of some
known universe and filed study is less concerned with the generation of large representative
samples and is more concerned with the in-depth study of a few typical situations. Cross
sectional design may be either single or multiple cross sectional design depending on the
number of samples drawn from a population. In single cross sectional design, only one
sample respondents are drawn whereas in multiple cross sectional designs, there are two or
more samples of respondents. A type of multiple cross sectional design of special interest is
Cohort analysis.

Descriptive research does not fit neatly into the definition of either quantitative or qualitative
research methodologies, but instead it can utilize elements of both, often within the same
study. The term descriptive research refers to the type of research question, design, and data
analysis that will be applied to a given topic. Descriptive statistics tell what is, while
inferential statistics try to determine cause and effect.

The type of question asked by the researcher will ultimately determine the type of approach
necessary to complete an accurate assessment of the topic at hand. Descriptive studies,
primarily concerned with finding out "what is," might be applied to investigate the following
questions: Descriptive research can be either quantitative or qualitative. It can involve
collections of guantitative information that can be tabulated along a continuum in numerical
form, such as scores on a test or the number of times a person chooses to use a-certain feature
of a multimedia program, or it can describe categories of information such as gender or
patterns of interaction when using technology in a group situation. Descriptive research
involves gathering data that describe events and then organizes, tabulates, depicts, and
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describes the data collection (Glass & Hopkins, 1984). It often uses visual aids such as graphs
and charts to aid the reader in understanding the data distribution. Because the human mind
cannot extract the full import of a large mass of raw data, descriptive statistics are very
important in reducing the data to manageable form. When in-depth, narrative descriptions of
small numbers of cases are involved, the research uses description as a tool to organize data
into patterns that emerge during analysis. Those patterns aid the mind in comprehending a
qualitative study and its implications.

Descriptive research design could be classified as follow

Above exhibit is an overview of various types of descriptive studies. The basic distinction is
between cross- sectional designs, which traditionally have been the most common, and
longitudinal designs. Typically, a cross-sectional study involves drawing a sample of
elements from the population of interest. Characteristics of the elements, or sample members,
are measured only once. A longitudinal study, on the other hand, involves a panel, which is
a fixed sample of elements. The elements may be stores, dealers, individuals, or other
entities. The panel, or sample, remains relatively constant through time, although members
may be added to replace dropouts or to keep it representative. The sample members in a panel
are measured repeatedly over time, in contrast with the one-time measurement in a cross-
sectional study.

6.6.3: CAUSAL RESEARCH DESIGN

Sometimes managers need stronger evidence that a particular action is likely to produce a
particular outcome. For example, if you were considering a change in product packaging, you
might want to test this hypothesis: “A redesign of the cereal package so that it is shorter and
less likely to tip over will improve consumer attitudes toward the product.” For really
important decisions, sometimes we need stronger evidence than we can get with descriptive
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research. (Using descriptive research, we might have learned that there was a negative
correlation between consumer ratings of likelihood of tipping over and attitude toward the
product, but not a lot more.) Descriptive research is fi ne for testing hypotheses about
relationships between variables, but we need causal designs for testing cause-and-effect
relationships

Concept of Causality: Everyone is familiar with the general notion of causality, the idea that
one thing leads to the occurrence of another. The scientific notion of causality is quite
complex, however; scientists tell us that it is impossible to prove that one thing causes
another. Establishing that variable X causes variable Y requires meeting a number of
conditions, one of which (the elimination of all other possible causes of Y) we can never
know for certain no matter how carefully we have planned and conducted our research.
Causal research designs work toward establishing possible causal relationships through the
use of experiments.

Experiments as Causal Research: An experiment can provide more convincing evidence
of causal relationships because of the control it gives investigators. In an experiment, a
researcher manipulates, or sets the levels of, one or more causal variables (independent
variables) to examine the effect on one or more outcome variables (dependent variables)
while attempting to account for the effects of all other possible causal variables, usually by
holding them constant. Sometimes we conduct experiments in “fake” or “sterile”
environments so that we can carefully control exactly what research participants (called
experimental subjects) see and experience. This allows us to observe the effect of the
manipulated variables while the effect of other factors is minimized. The experiments could
be conducted as laboratory experiments or field experiment:

Laboratory experiments allow us to be almost certain that the variables we manipulate
produce the outcomes we observe because we can hold all other factors constant.

A field experiment is a research study conducted in a realistic or natural situation. Just like
lab experiments, one or more variables are manipulated to see their effect on an outcome
variable. Because it’s conducted in the field, you won’t have the same degree of control as
with a lab study, but you’ll attempt to control as much as possible

Example: The researchers studying consumer preferences for clustered (versus no clustered)
trip chains also conducted a fi eld experiment. In this case, the experiment was conducted
with residents who actually lived in the area that had been mapped for subjects in the lab
experiment. For the field study, however, researchers used a telephone survey and based the
study on the subjects’ home address and actual locations of retailers who were known to the
subjects. They asked them to imagine that they needed to make trips to the two kinds of
retailers and then presented them with two alternative routes (one that was clustered and one
that was no clustered). As in the laboratory experiment, subjects expressed a preference for
the clustered trip chain compared with the no clustered trip chain even though the overall
travel distance was about the same.
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Q1. List the various Study Designs based on the nature of the Investigation?

Q3. What do you mean by causal research design?
Q4. What is Descriptive Research Design?
Q5. What is Exploratory Research Design?
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6.7 CASE STUDIES: A FUNDAMENTAL ASPECT OF
RESEARCH

There is a crucial role played by the case studies in research. Here an attempt is being
made to understand the intricacies of the case studies.

Case studies are descriptions of real or hypothetical business problems. Candidates
are expected to understand, analyze, and recommend solutions to these problems.

The case method is a teaching approach that consists in presenting the students with a
case, putting them in the role of a decision maker facing a problem.

A detailed analysis of a person or group.

Case studies recount real life business or management situations that present business
executives with a dilemma or uncertain outcome. The case describes the scenario in
the context of the events, people and factors that influence it and enables students to
identify closely with those involved.

A careful study of some social unit that attempts to determine what factors led to its success
or failure.

6.8 RELEVANCE OF CASE STUDIES IN THE FIELD OF
RESEARCH

The relevance, purpose and importance of the case studies in the field of research can be
explained into following manner:

Case study is the acknowledged approach to the teaching of management.

It gives the lesson first and the learning later. Theory often fails to drive home and
does not get internalized. The case method stimulates the real life situation and places
the student in the position of the business manager required to make a set of decisions.
With the case method, the process of arriving at an answer is more important than the
answer itself. in the process one can learn the process of decision making.

Supporting the decision with appropriate analysis and communicate ideas both orally
and in writing. The method of teaching thus shifts much of the responsibility to the
student. The method shifts from the Instructor Led Teaching (ILT) to a Student Pull
Learning (SPL).

Studying through the case method result in development of skills, in critical thinking,
reasoning and communication. When the viewpoint is challenged and conflicting
views surface, the student develops a greater awareness of the complexities of
managerial decision making.

With significant participation from the class, the classroom becomes an exciting and
inviting place and learning becomes fun.
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Set in a stimulated real life environment, the learning becomes internalized. Clearly,
the case method of teaching is a more effective way of teaching most management
topics.

While we all appreciate the need for using the case method, not many of us are adept
at the same.

There are three clear requirements of effective teaching using the case method.

Identifying the most effective cases for the topic covered in the course.

6.9 A GLIMPSE OF BUSINESS CASES

When the Harvard Business School was started, the faculty quickly realized that there
were no textbooks suitable to a graduate programme in business. their first solution to
this problem was to interview leading practitioners of business and to write detailed
accounts of what these managers were doing.

Harvard Business School in 1920 has developed the use of business cases. Cases
generally involve both qualitative and quantitative data what the student must analyze
to determine suitable alternatives and solutions.

Cases are generally written by business school faculty with particular learning
objectives and are refined in the classroom before publication.

6.10 PROBLEM BASED LEARNING (PBL)

The problem-based learning (PBL) movement is such an example of case study.

Case study is the way of revealing students to the decision-making process. It
represents in-depth descriptions or reports of business problems.

Once you are comfortable with the information, begin the step-by-step instructions
offered below to write a case study analysis.

Cases help out to bridge the gap between classroom education and the so called real
world of marketing management. It provides an opportunity to develop, expand and
test methodical skills at assessing situations sorting out and organizing key
information: asking the right questions, defining opportunities and problems,
identifying and evaluating alternative courses of action, interpreting data evaluating
the results of past strategies, developing and defending new strategies, interacting
with other managers, making decisions under conditions of uncertainty, critically
evaluating the work of others, responding to criticism.

Once you are comfortable with the information, begin the step-by-step instructions offered
below to write a case study analysis. Cases help out to bridge the gap between classroom
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education and the so called real world of marketing management. It provides an opportunity
to develop, expand and test methodical skills.

e Assessing situations

e Sorting out and organizing key information

e Asking the right questions

e Defining opportunities and problems

e ldentifying and evaluating alternative courses of action
e Interpreting data

e Evaluating the results of past strategies

e Here's How:

e Developing and defending new strategies

e Interacting with other managers

e Making decisions under conditions of uncertainty
e Critically evaluating the work of others

e Responding to criticism

6.11 THE MEANINGFUL SIGNIFICANCE OF CASE STUDY
ANALYSIS

Case studies are often used to not only illustrate what a student has learned and retained in
class, but also to provide students with valuable hands-on experience.

When analyzing a case study, you will have an opportunity to learn about the types of
problems that many companies and industries encounter. you will also have an opportunity to
analyze the steps that other managers have taken to current specific problems and concerns.
This will put your problem solving skills to the test and align you to engage in exciting
discussions with your classmates and professors.

6.12 BASIC GUIDELINES TO BE USED IN RESEARCH
DESIGN

It expedient and necessary to be followed the guidelines in research design. Here an effort has
been made to discuss these guidelines in the form of cyclic processes. Learners are required

to make the depth understanding of following discussed guidelines to make your study
effective and reliable.

The steps for formulating the research design are cyclic processes. These processes are
interrelated in such a way that the feedback of one is required for correcting the previous one.
The research design formulation sometimes used interchangeably with designing the research
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processes, which is not true. Research design for each research process is unique and it
requires concrete focus of specifications of the tasks to be carried out in term of why, how
and when.

The research design formulation starts with specifying the objectives and scope of the
research. The researcher has to select the mode of inquiry that defines what kind of
knowledge is possible and legitimate. A large number of different terms have been used to
refer to designing in research and these terms are often used synonymously as methodologies,
approaches, perspectives, and philosophies as if they are all comparable , but they are
different.

The mode of inquiry and investigation of research problem defines epistemological position
of a researcher. Epistemology deals with the basic issue on knowledge exploration as “how
knowledge is derived and it should be tested and validated”. There are three suggested
modes of inquiry in research which guides the research design.

1. Positivistic — In this mode the empirical and scientific investigation is carried out. It
requires control and statistical mode of analysis

2. Constructivists- It emphasizes on qualitative mode of investigation and argues that it
is the best choice for research in social science as compared to quantitative method

3. Triangulation — It suggests simultaneous and sequential uses of qualitative and
quantitative methods of investigation

After selection of epistemological position from any one of the above stated approach, the
research questions are subjected to thorough and comprehensive theoretical review. It helps
the researcher to develop a practical and manageable perspective for the research question
and method of investigation.

After this step a conceptual research design is developed by the researcher in which variables
of study are identified and mode of study and analysis are selected.

After above discussions now you are able to understand about the aspects of research design.
More specifically a research design consists of following generic steps.

1. Selection and Definition of a problem: The problem selected for study should be
defined clearly in operational terms so that researcher knows positively what facts he
is looking for and hat is relevant to the study.

2. Source of Data: Once the problem is selected it is the duty of the researcher to state
clearly the various sources of information such as library, personal documents, field
work, a particular residential group etc.

3. Nature of Study: The research design should be expressed in relation to the nature of
study to be undertaken. The choice of the statistical, experimental or comparative type
of study should be made at this stage so that the following steps in planning may have
relevance to the proposed problem.
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4. Object of Study: Whether the design aims at theoretical understanding or
presupposes a welfare notion must be explicit at this point. Stating the object of the
study helps not only in clarity of the design but also in a sincere response from the
respondents.

5. Social-Cultural Context: The research design must be set in the social-cultural
context. For example in a study of the fertility rate in a people of ,,backward* class the
context of the so-called backward class of people and the conceptual reference must
be made clear. Unless the meaning of the term is clearly defined there tends to be a
large variation in the study because the term backward could have religious, economic
and political connotations.

6. Temporal context: The geographical limit of the design should also be referred to at
this stage that research related to be hypothesis is applicable to particular social group
only.

7. Dimension: It is physically impossible to analyze the data collected from a large
universe. Hence the selection of an adequate and representative sample is a by-word
in any research.

8. Basis of Selection: The mechanics of drawing a random, stratified, and purposive,
double cluster or quota sample when followed carefully with produce a scientifically
valid sample in an unbiased manner.

9. Technique of Data Collection: relevant to the study design a suitable technique has
to be adopted for the collection of required data. The relative merit of observation,
interview and questionnaire, when studied together will help in the choice of suitable
technique. Once the collecting of data is complete, analysis, coding and presentation
of the report naturally follow. Schieldler and Cooper presented the steps of research
design in following models;
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4 |Check Your Progress-B

Q1. Give examples of research studies where case study method can be adopted ?

6.10 SUMMARY

In this unit we learned about the concept of research design. Various types of research design
were also studied. The criteria of a good research design and types of variables also
discussed. An effort has been made to explain the experimental, non- experimental and quasi
experimental research designs.
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6.11 GLOSSARY

Phenomenon: a fact or situation that is observed to exist or happen.

Comparative Design: With a comparative design, as with most other designs, a study can
be carried out either as an experiment or as a non-experiment.

Placebo Study: A placebo study involves two or three groups, depending on whether or
not the researcher wants to have a control group If the researcher decides to have a control
group, the first group receives the treatment, the second receives the placebo treatment and
the third — the control group — receives nothing.
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L )
‘f; 6.14 TERMINAL QUESTIONS

Q1. In which research studies Problem Based Learning can be adopted by a
Researcher?

Q2. Discuss the History of Case Study Method?
Q3. What are the benefits of Case Study Method?
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UNIT 7 HYPOTHESIS - FORMULATION AND
TESTING

7.1 Introduction

7.2 Objectives

7.3. Hypothesis

7.4 Statistical Significance

7.5 One and Two-Tailed Tests

7.6 Type | And Type Il Error

7.7 Testing of Hypothesis

7.8 Procedure Test Statistic for Testing Hypothesis
7.9 Summary

7.10 Glossary

7.11 Answers to Check Your Progress
7.12 References

7.13 Suggested Readings

7.14 Terminal & Model Questions

7.1 INTRODUCTION

Having formulated the research problem, the researcher advances to develop the hypotheses
based on the facts already known. In the absence of hypotheses the researcher finds it
difficult to go ahead with the examination of his problem. Thus, the hypotheses provide
direction to the researcher through a complexity of facts to see and choose only those that are
relevant to the problem under investigation.

7.2 OBJECTIVES

After studying this unit, you shall be able to:
e Know the tests and errors
e Understand the steps in testing of hypotheses
e Comprehend the test statistics
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e Know the meaning of hypothesis

e Understand the types of hypothesis

e Comprehend the sources of hypothesis

e Understand the characteristics of a good hypothesis
e Become aware of the testing of hypotheses

7.3 HYPOTHESIS

Hypothesis is an assumption about a population. The research hypothesis is an assumption
made on the probable direction of the results attained on accomplishment of the research
process. The statement thus formulated can lend to empirical examination. Kerlinger (1986)
defined a hypothesis as a statement involving conjecture of the association between two or
greater than two variables. The formulation of a hypothesis should be in plain,
unambiguous and emphatic form. A broad hypothesis might not be empirically tested.
Thus, the hypothesis must be made single dimensional and test only one relationship
between only two variables at a time.

Consider, a study relating to buyers behavior. Some sample hypotheses are given below:

1. Mean purchases by females (u1) is more than or equal to the mean purchases by
males ( Hp) in a cloth store (> o)

2. Mean age of females (u1) is equal to or less than the mean age of males ( W) in
a book exhibition (ul < pu2)

3. Mean monthly income of buyers in a shop (u1) is more than or equal to. 10,000
(p>10,000)

4. The mean stay over time of customers (i) in a shop is at most 45 minutes (U<
45)

The hypothesis validation would essentially consist of testing the statistical
significance of the hypothesized relationship.

7.3.1 TYPES OF HYPOTHESES

The hypotheses could be of two types:
a) Descriptive hypotheses

The propositions that characteristically express the existence, size, form, or
distribution of some variable are known as descriptive hypotheses. They simply
state the magnitude, trend or behavior of a population being studied. Based on past
records, the researcher presumes about the variable under study. For example: The
literacy rate in a state is 95 percent.

Researchers often utilize a research question preferably to a descriptive hypothesis.
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b) Relational hypotheses
Relational hypotheses are statements about the anticipated relationship between
two variables. For example: Indian customers perceive foreign cars better than
domestic cars. The relationship states that the variables move together in some
particular manner without stating causal relationship.

7.3.2 SOURCES OF HYPOTHESIS.
Some important sources of hypothesis are discussed here:

a) History of Science
The history of science offers effective evidence to the fact that personal and
idiosyncratic experience of the scientist contributed a lot to the type of form of
Questions as also to the kinds of tentative answers to such questions (hypotheses)
that. Some scientists may perceive an interesting pattern in what may seem a
jumble of facts to a common man. The history of science provides enough
discoveries made just because the ‘right’ person made the ‘right’ observation.
Personal life-histories determine the kind of perception which provides direction a
person towards certain hypotheses.

b) Analogies
Often useful hypotheses emerge from analogies. In sociology, a society is
compared to a biological organism, the natural law, to the social law and
thermodynamics to social dynamics, etc. Such analogies give valuable insights.
The communication models speak of the importance of analogies as sources of
useful hypotheses. Analogy may suggest hypothesis but the research must be
careful not to accept models from other disciplines only after a careful scrutiny of
the concepts in terms of their applicability to the new frame of reference in which
they are to be used.

c) Results of other studies
Hypotheses may be drawn from the findings of other studies. Based on the findings
of other studies hypotheses may be formulated assuming that similar relationship
between certain variables may exist in the present study also. Commonly
researchers design their study for replicating another study performed in a different
context.

d) Body of theory
A hypothesis may also come up from a body of theory through logical deduction,
may take to the prediction that if definite situations are in place reliable results are
probably to ensue. A theory presents evident knowledge; logical deduction from
this type of hypotheses to be true if the theory is true.

e) Value orientation of the culture
The value orientation of the culture rests in a science which presents various
fundamental hypotheses. Certain hypotheses that engage the attention of scientists

Unit 7 Hypothesis — Formulation and Testing Page 123 of 434



MS 110 Research Methodology Uttarakhand Open University

in particular societies or cultures may get the credit to the cultural emphases. Folk-
wisdom present in the culture also serves as a pertinent source of hypotheses.

7.3.3 FEATURES OF A GOOD HYPOTHESIS

b)

d)

The criteria for evaluating the worth of the hypotheses are the performance to carry
out their functions vis-a-vis research as well as the growth of knowledge. Hence a
good hypothesis must have the following characteristics:

Empirically testable

A hypothesis should possess the feature of being empirically testable. Logical
inferences are possibly drawn which in turn may be evaluated by field observation.
The hypotheses should have empirical referents. The concepts contained in the
hypothesis must have empirical correspondence. For example, ‘Bad parents beget
bad children’. This statement hardly qualifies as a usable hypothesis.

Closest to things observable

Hypotheses should be closest to objects that are observable. Failing this, it would
be complex to assess their harmony with empirical body of facts. The formulation
of a hypothesis must be such that deductions can be drawn and a decision is arrived
at to determine the explanation of the thought about facts.

Conceptually clear

The conceptual clarity must be inherent in a hypothesis. Formal definition of the
concepts will make a particular concept clear, while the operational definition
clarifies the empirical evidence of the concept in the field. The concepts contained
in the hypotheses are generally approved and transferable. This would assure
continuity in researches resulting in development of scientific knowledge.

Hypothesis must be specific

Often the researchers are tempted to state their hypotheses in such general terms
and with so widely elaborated a scope that they are simply not testable. The
concepts lacking tangible indexes are better avoided by the researchers in their
hypotheses. A hypothesis should have a clear statement of indexes to be tested.
Specific formulations of hypotheses ensure the practicability and importance of
research. It increases the validity of the results.

Hypothesis must be related with a theory

The hypothesis should possess theoretical orientation. This characteristic is related
with the theoretic reasons of a hypothesis. If the hypothesis is concerned to the
theory, research will make competent, support, correct or refute the theory.

7.3.4 FORMULATION OF RESEARCH HYPOTHESIS

The formulation of a hypothesis involves the following essential steps.

Formulation of Alternative Hypothesis
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A researcher should begin with attempting to establish all the alternative solutions of his
research problem. The researcher will decide which of the different options of action is
creating the direct effect in terms of a certain criteria. If a problem whose solution depends
on definite forecasts and the investigator understands that that there are three theories which
are concerned to the problem. If one of the three alternative theories is in a position to
predict events more exactly than the other two, it is indeed the most efficient resolution of
the issue. The alternative hypotheses that the investigator presents to formulate are
articulated states in respect of each of the substitute means under which terms, it can be
thought the most efficient. Thus, the alternative hypotheses are acceptance conditions stated
for the different course of action.

In all research, different courses of action, conditions for acceptance and hypotheses
formulated need be expressed clearly. No scientific method of choosing one of the
alternative hypotheses exists unless there is no index of efficiency to be used to each of the
other courses of action. The suitability of the effect of efficiency relies on definite
conditions held. For example, of the alternative techniques of teaching, the application of
examination score as an effect of efficiency may be appropriate only if each subject is
permitted an equal time to accomplish the common test. These conditions make the terms
of accord among the hypotheses. Such points of accord among the hypotheses must be
explicit or valid. If the investigator designs two hypotheses, at least one issue of acceptance
and one of disagreement must exist among them.

In case of rejection of null hypothesis the opposite of the null hypothesis must be true. The
hypothesis representing the opposite of the null hypothesis is known as alternative
hypothesis.

These substitute hypotheses is denoted by (H;) as under:

H1: MN (M and N to be true)
H2 MN’ M to be true but denies N

For example, if the null hypothesis is:

Ho: n>5

The alternative hypothesis:

(a) If the mean number of defects per sub-assembly in the sample is greater than
or equal to the critical value, then the null hypothesis (Ho) is accepted and the
alternative hypothesis (H,) is rejected.

(b) If the null hypothesis (Ho) is rejected, the alternative hypothesis is accepted.
The alternative hypothesis for sub-assembly is :

Hi: The mean number of defects per sub-assembly in the sample is more than
5.

Hi: p>5
If the mean number of defects per sub-assembly is equal to or less than the
critical value, the alternate hypothesis is rejected and the null hypothesis
accepted.
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Formulation of Null Hypothesis

The two hypotheses- alternative hypothesis as well as the null hypothesis jointly
represents a method for hypotheses testing. Null hypothesis in its understandable
form states that no variance exists between two populations in regard to some
characteristic and that the variance noticed between the samples taken from these
populations is by chance only and not significant.
A null hypothesis states that the results of research do not have significant
difference from the findings anticipated on a probability basis or specified in
terms of certain theory. For example, a null hypothesis may state that:
HO: The males and females do not significantly differ in respect of the frequency
of visiting cinema.
Commonly, a null hypothesis is higher valuable as compared to other hypotheses
as it is definite, easier to reject the opposite of a hypothesis than accept it with
certainty. Hence, the concept of null hypothesis is more useful. In addition, the
statistical techniques are better suited to test a null hypothesis.
Let us consider a particular sub-assembly of fuel pump received from a vendor for
use in the assembly of motor cycle in an automobile company. The sample of
defects while inspecting the number of defects found in each assembly is taken for
the purpose of controlling the quality of the sub-assemblies. The number of
defects per sub-assembly follows normal distribution with mean p and variance
2
o .
The claim of the vendor is that the mean number of defects found in the shipments
of fuel pumps is confined to 5. Then, the inspection draws a sample and inspects
all the pumps to identify the number of defects in each pump.
On the basis of the critical value, the researcher decides either to approve or
discard the null hypothesis. A possible null hypothesis the investigator makes
concerning the population from which the sample is drawn is Hy: The mean defects
per assembly in the population is more than or equal to 5:

n=5

Y Check Your Progress-A

Q1. What are various types of Hypothesis?
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Q2. List the features of a Good Hypothesis.

7.4 STATISTICAL SIGNIFICANCE

Adopting the sampling approach, we either reject a hypothesis or accept it based on the
information of sampling. Since any sample tends to differ somewhat from its universe, it
needs to be judged if such variances are statistically significant. A difference is statistically
significant if there is a cause to accept the difference is not due to random sampling
fluctuations merely.

In tests of significance, we use two kinds of hypothesis. The null hypothesis is used for the
purposes of testing. It specifies that no difference exist between the parameter and the
statistic under comparison. The researchers often attempts to establish if there is a
difference. The testing hypothesis is not expressed in a positive form. This positive form of
hypothesis is difficult to be tested accurately. The available body of facts consistent with a
hypothesis expressed in a positive form can rarely be taken as decisive base for agreeing to
the hypothesis. A result consistent with this kind of hypothesis might be in consonance with
other sorts of hypothesis also, and thus does not exhibit the true nature of a particular
hypothesis.
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Figure 7.1 Statistical Significance

Adapted from: sites.google.com

7.5 ONE AND TWO-TAILED TESTS

A test is known as a one-tailed only if the null hypothesis does not get accepted when the
test statistic’s value lies in an acceptance area of the distribution. A test is regarded as one-
tailed if the null hypothesis is discarded when the test statistic’s value happens in acceptance
area of the distribution. The test is two-tailed if null hypothesis is discarded in case the test
statistic’s value occurs in one of the two tails of its sampling distribution. The test is
considered as two-tailed if the null hypothesis is not accepted at the time the test statistic’s
value occurs in one or the other side of the two tails of the sampling distribution

For example, a cold-drink bottling plant distribution soft drinks in bottles of 300 ml
maximum amount of liquid through a self-operated plant. The company incurs huge amount
of loss in case if bottles are overfilled. It mean the larger volume of sales, the larger would
be the loss. In the event f under filling, the customers receives less than 300 ml of the drink
at the time payment is made for 300 ml. This could results in causing bad name to the
company. Therefore, the company desires neither of the situations. The company would like
to test the hypothesis if the average content of the containers varies from 300 ml. A one
tailed test can be expressed as
Ho: n=300ml
Hy:p#300ml
These hypotheses can be called as two tailed hypotheses.
The problem of overfilling of containers could be written as:
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H=p =300 ml

H, = H> 300 ml
These hypotheses are known as one tailed hypothesis. Here the analyst would be
concerned in the higher portion of the distribution of sampling. However, if the
issue is under-filling of the containers, the hypotheses may be stated as:

Ho=p =300 ml

H; = u <300 ml is of the distribution
The descriptive and relational hypotheses have to be reduced to a statistical Hy also
the corresponding alternative hypotheses as Hj.

7.6 TYPE | AND TYPE Il ERROR

The rejection and acceptance of a hypothesis relies upon the same results. A chance ever
exists that the population is not accurately represented in the sample. Therefore, errors may
occur and the drawn results could be erroneous. This could be represented as in Fig.6.1.

Accept Hy Reject Hy
He True [ Gomrect Type | Error
0 Decision
Correct
Hy False | Type Il Error decision

Type | and type Il errors
Figure 7.2 —Type of errors

Theoretical
Null non-null value

Null Alternative
Hypothesis Hypothesis
H H

] 1

Type |l Type |
error error

Figure 7.3 Type of errors
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If null hypothesis being true is accepted or the null hypothesis being false is rejected, the
decision is appropriate. However, if the hypothesis being really true, is rejected, Type | error
is made. The symbol alpha (o) represents the Type I error. Similarly, if the null hypothesis is
accepted, when actually it is false the researcher commits type II error. The symbol beta (J3)
represents the probability of doing a second type of error which is called the power of test.

7.7 TESTING OF HYPOTHESIS PROCEDURE

The following main steps are involved in testing of a hypothesis as shown in Fig.6.2.

7.7.1 ESTABLISHING A HYPOTHESIS
The initial step in hypothesis testing is to set a hypothesis concerning a population
parameter. The traditional approach to hypothesis testing is not to build a single hypothesis,
but to establish two varying hypotheses. The null hypothesis, Hy, and the alternative
hypothesis H, are stated, the setting up alternative hypothesis demonstrates what the
researcher attempts to prove. The null hypothesis demonstrates the denial of what the
researcher is attempting to prove.

Settingup afa
hypothesis

Settingup afan
appropriate

significance lewvel

Makingdecisian

Computingthe
value of test-
statistic

Determination af

a test statistic
I Ceterminationof el
acritical region

Fig 7.4 Procedure of testing of Hypothesis

7.7.2 LEVEL OF SIGNIFICANCE
The function of hypothesis testing requires choice of a significance level. The level of
significance (a) is selected before sample selection. The significance level represents that
the researcher either accepts or rejects the null hypothesis at the time it is in fact true. The
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value of the level of significance varies from issue to issue but frequently it is taken as
either 5 per cent or 1 percent. A five per cent level of significance is understood that there
would be 5 chances out of one hundred that a null hypothesis is discarded while it is to be
accepted. This implies that the researcher is 95 percent sure that a correct decision has been
made. So it is found that the confidence level with which a researcher rejects or accepts a
null hypothesis depends upon the level of significance. When the null hypothesis gets
rejected at a specific level, the result is considered to be significant. A hypothesis rejected
at 1 per cent level of significance, also need to be rejected at 5 per cent level of significance

7.7.3 DECISION ON A TEST STATISTICS

The further stage in testing of hypotheses is to establish a test criterion of selection of a
suitable probability distribution for a particular test, i.e. a probability distribution that can
appropriately be relevant. Probability distributions commonly used in testing procedures are
t, FX2 Test criteria must use a relevant probability distribution; for example, if only small
sample is available, the use of the normal distribution would not be correct. Different test
statistics include t, Z, X% or F, relying upon various assumptions.

7.7.4 CRITICAL REGION DETERMINATION

Before drawing a sample from the population, it is crucial to explicitly determine the values
of test statistic which may result in rejection or acceptance of the null hypothesis. The
critical region makes the null hypothesis rejected. With a particular level of significance, o is
the optimal critical region for a two-tailed test having a/2 per cent area in the right tail of the
distribution plus o/2 per cent in the left tail of the sampling distribution in the case of
rejection of null hypotheses? Therefore, determining a critical region is similar deciding a
100 (1-a) per cent confidence interval.

Two-tailed test

Critical region <

Acceptance

region

_:nr:' O :"'. Z
Figure 7.4 Critical Region

Adapted from cma.cmappers.net

7.7.5 DETERMINING VALUE OF TEST-STATISTICS

The value of the test statistic relies upon the random sample of size n. Once the computation
of the value of test statistic is done, the analyst must verify if the sample results happen in the
region of criticality or the acceptance region.
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7.7.6 DECISION

There may be two possible alternatives. The hypothesis either is rejected or is accepted on the
basis of test statistic’s value occurring in the discard region or the approval region. The
decision depends upon the statistical decision for rejecting or accepting the null hypothesis.

If the researcher examines the hypothesis at 5 per cent level of significance, it would be
rejected if the observed results have a probability of less than 5 per cent. In such a case, the
degree of contrast of the sample statistic and the population parameter is considered to be
significant. On the other hand, the acceptance of the hypothesis indicates that the deviation
between the sample statistic and the population parameter is not significant. This difference
may take place due to chance.

7.7.7 STANDARD ERROR AND SAMPLING DISTRIBUTION

Standard deviation of the sampling distribution is known as the standard error. It gauges the
sampling variation due to chance or random pressures. The selection of a number of
independent random samples of a specific size from a given population takes place and some
statistic is computed as the mean or standard deviation, from each sample, a series of values
of these statistics are obtained. Such values received from the various samples can be
expressed in the shape of a frequency distribution. The distribution thus formed of all
probable values of a statistic is known as the sampling distribution or the probability
distribution of a statistic. The symbols S and T are represented as the standard deviation and
the mean of the sampling distribution.

</ |Check Your Progress-B

Fill in the Blanks

1. Atestis known as a only if the null hypothesis does
not get accepted when the test statistic’s value lies in an acceptance area of the
distribution.

2. An error caused Dby rejecting a null hypothesis which is true is called
as

3. The second type of error that can be made in significance testing is failing to
reject a false null hypothesis. This kind of error is called a

4. The level represents that the researcher either accepts or
rejects the null hypothesis at the time it is in fact true.
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7.8 PROCEDURE TEST STATISTIC FOR TESTING
HYPOTHESIS

For testing of hypothesis, it is appropriate to use a relevant test statistic. If the size of the
sample is (n>30), Z statistic could be appropriate. For the small samples (n<30), when the
population standard deviation is known z statistic can be employed. However, if the standard
deviation (d) is unavailable and is evaluated using sample data, a t test with an appropriate
degree of freedom is applied with the presumption that the sample is taken from a normal
population.

Size of sample Population Standard Deviation (3)

Known Not known
Large (n>30) Z Z
Small (n<30) Z t

Testing of Hypothesis

Test concerning Mean- Single Population
(a) Sample > 30
For either large sample, or tiny sample (< 30) if the standard deviation concerning
population is known, Z test is suitable. The two-tailed tests together with one-tailed
tests of hypothesis can occur
If Null hypothesis Ho: 1 = Mo, Z test statistic can be used:

The test statistic is:

X- uHo
7 =%
o

Where
X= Sample mean
o = Population standard deviation
Mno = Value of p assuming the null hypothesis to be true
n = Size of sample
In case the standard deviation relating to population is not clearly recognized, the
sample standard deviation
s=V1/n-13(X-T) 2
is used as an estimate of c.
Example.6.1: A company draws a sample of 200 bulbs with a lifetime mean of
1540 hours and a standard deviation of 42 hours. Has the sample been drawn from
a population having a mean life time of 1540 hrs. 5 per cent level of significance is
used.
Solution: In this example, n=200, sample mean = 1540 hours and the sample
standard deviation s(42) hours.
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The null and alternative hypotheses can be stated as:

Ho: 1 =1500 hrs

Hi:# 1500 hrs
It is an example of two tailed test at0.05 level of significance. Since n > 30, though
population standard deviation ¢ is not known Z test can be applied. The test

statistics is:
_ X—uHo
a a/x

Z

Where,
MHO = Value of p with the assumption of null hypothesis being true
o/x = Estimated standard error of mean

|.1Ho:1500, sx=c/ NN = S/\/Tl :42/\/200 =2.97

#Ho  —  1540-1500/2.97= 50/2,97= 13.47
s/Vn

The value of a= 0.05. Since it is a two tailed test, the critical value of Z is given by
Za/2 and —Z0/2 obtainable from the standard normal table.

Since the calculated value of Z = 13.47 which lies in the region of rejection, the
null hypothesis is rejected. It is, therefore, concluded that that mean life of the bulb
is significantly different from 1500 hours.

Z=(x—

b) Sample < 30

For small samples (n<30) taken from a population with a normal distribution and
the standard deviation relating to population is not clearly recognized (o), a t test is
appropriate to conduct the hypothesis for the test of mean. The t is a symmetrical
distribution similar to the normal one. However, t distribution takes place
comparatively lower at the peak and higher at the tail. The t distribution is to a
more extent flat in comparison to the normal distribution. With the increase in the
size of sample and the degrees of freedom, t distribution reaches the normal
distribution when n > 30.

The procedure for testing of a mean is similar to the case of large sample. The test
statistic used in this case is

Y—-uHo
o /T

tn-l—

Where ¢"/x = s/v/n (s = Sample standard deviation)

n-1 = degrees of freedom.

Example 6.2

From graduate engineering students a sample of 16 students was taken. The
information about their initial salary was obtained. The average monthly beginning
salary was found to be Rs.30200 with a standard deviation of Rs.960. The
historical data on beginning salary gave a mean value of Rs.30000. At 5 per cent
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level of significance, can it be concluded that the mean beginning salary is
different from Rs.30000?
Solution:
Here we have
Ho: 1 = 30000
H: p = 30000
Mean = 30000, s= 960, n=16 o= 0.05
Since the size of the sample is tiny (n < 30), and standard deviation relating to the
population is not well recognized, t test may be used to test the hypothesis.
The test statistic is provided by:

_ X-uHO X [-uHO _nx , 30200—30000
tha=—7—= 5 TR
X X ' Vie
200x4 800
= =—=10.83
960 960

Since it is two tailed test, the critical value of t with 15 degrees of freedom is given
by -ta/z = 2131 and t /2= 2,131. These values could be obtained from the t
distribution table. The computed value of t lies in the acceptance region..
Therefore, the average salary of graduating engineers is not statistically different
from Rs.30000 at 5 per cent level of significance.

Tests for Difference between Two Population Means
(a) Samples > 30
If the size of sample is greater than 30, Z test is used. The hypothesis may be
expressed as
Ho: M1 = W2
Hi: 1 # M2

M1 = mean of population 1
M2 = mean of population 2

For this two-tailed test, the test statistic is:
7 = (T 1-¥ 2—(pn1—p2)Ho
- 12 522

ni n2

T1= Average of sample drawn from population 1

T,= Average of sample drawn from population 2

n; = sample size drawn from population 1

n, = sample size drawn from population 2

If 61 and o, are not known, their estimates given by 61 and ¢2 are used.

R V1 .
G1=51= n1—i12?=11(X11 —-T1)
vo1

n2-1

6 2=8= m2 (X2i — T 2)?
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The Z estimate can be computed applying the formula and tallied with the table
value to accept or reject the hypothesis.

Example 6.3

A study is conducted to determine the equality of mean hourly wages of the
unskilled workers in the two locations. The sample hourly earnings of the two
locations is taken using random sampling technique and the following results are

obtained:

Location Mean hourly | Standard deviation | Sample size
earnings of sample

A 8.95 (X1) 0.40 (s1) 200 (nl)

B 9.10 (X1) 0.60 (s1) 175 (n2)

Using a 5 per cent level of significance, the hypothesis of no difference in the
mean wages of unskilled workers in the two locations is tested.
Solution:

Ho: pl=p2 - pl-p2=0

Hi: p2=p2- pl-pu2=0
The following information is given:

Xl = 8.95, Xz =9.10, s; = 0.40, s, 0.60, n; =200, n, = 175, o= 0.05

The sample being large and the sample standard deviations being clearly
recognized, a Z test can be applied.

The test statistics is provided by:
— X1-X2—-(u1-u2)Ho

Y2 +o22/n2

Z

As the sample standard deviations are unknown, their estimates would be used,
S1=0l, s,=o0y

As here is the question of two tailed test, the critical value of Z at 5 per cent level
of significance are given by — Za/,= -1.96 and Zo/2= 1.96. The sample value of Z
=-2.83 lies in the rejection region. It is therefore, concluded that a difference exists
in the mean wages of unskilled workers in the two locations.

(b) For Sample < 30
In case both the samples are (< 30 ) and the population standard deviation is not
known, the procedure to discuss the equality of two population means would not
be used in the sense that a t test would be applicable under the assumptions:

(a) The two population variances are same

(b) Two population variances are not same

If Population variances are equal
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In case the two population variances are same, their respective unbiased estimates
are also same. The formula can be written as:

612  ¢722 a2 g7 1 1
—t+= = |[=+= =g =+
nl n2 nl n2 nl n2

(An assumption of 6”12 = 6™,2 is made)
For obtaining an estimate of 6%, a weighted average of s% s% is usable where the
weights represent degrees of freedom for every sample. The weighted average is an

accumulated estimate of 6°. The estimate is given by the following equation:
_ (n1-1)s12(n2-1)s’

- ni+n2-2

The following the procedure for testing:

Ho: lu=p2 - M- H2=0

Hi o #u2 > aFp2 =0

Once the calculation of t statistic from the sample data is made, its value is
compared with the table value at the selected level of significance for acceptance
or rejection of hypothesis.

Example 6.3

Two different companies manufactured two drugs for curing arthritis. The
information relating to the administration of the first drug to a group of 12 patients
was Fthat it produced a mean of 8.5 hours of relief with a standard deviation of 1.8
hours. On a sample of 8 patients , the test of second drug was made which
produced an average of 7.9 hours of relief. For testing the hypothesis 5 per cent
level of significance may be used.

Solution:

02

Ho: pl=p2 -» pl-p2=0
Hiy: p2=p2- pl-u2=0
The information made available is
X1=85,X2=79,51=18,55=2.1,n1 =12, n2=8, 0=0.05
Since both the samples are small and the standard deviations are not known, we

can use a t test with the degrees of freedom =nl + n2 =12+8- 2 =18 d.f.
X1-X2—(u1-u2)Ho
ov1
ExS

tni+n,-2 =
+1/n2

o2 = (n1-1)$21+(N2-1)522
- n1+N2-2

2 |z-1D@A8)2+@-1)(2.12 _ [(11X3.24)+(7X(4.41)
g = 12+8-2 - 18

_ (35.64+30.87)(1.8)2+(8-1)(2.1)2 _
= J 15 =1/66.61/18

=/3.695=1.92
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(©)

T =8379°0) - 0,6/1.92/0.2083
1.9ZE+1/8
06 -9 _(g65

~ To2x0456 08755
The critical value of t at 18 degrees of freedom at 5 per cent level of significance is

1.734.. The sample value of t = 0.685 which lies in the acceptance region.
The null hypothesis is, therefore, accepted. It can be concluded that the first drug is
not significantly more effective than the second drug.

Paired sample (dependent sample)

For dependent samples (paired sample), two observations each respondent
provides two observations one before administering the treatment and the other
after the administration of the treatment. For example, a part of customers
articulate their impression concerning a product and later on, they view a television
commercial about the same product. After seeing the advertisement, they are again
questioned about their perception on the product. This sample is termed as
dependent or paired sample as the same respondent provides two observations. The
objective could be to investigate a change in perception and the direction after the
respondents saw the advertisement,

The application of dependent sample performs a more precise analysis as it
controls the extraneous variables. The difference is that the problem is converted
from two samples to a one-sample score the management trainees obtain divided
randomly into two equal sizes, one taught by each method. After obtaining the
scores by two methods, the null hypothesis of average scores being equal by two
methods is written as:

Ho: M1 = M2

Hil po = |

Let U = i~ H2

Since the pair sample observations are taken, the hypothesis is converted to:
Ho: Mg =0

Hi: lg #0

We intend to test that the average difference in score is zero against the alternative
hypothesis. Here, d represents the variance in scores by two methods.
The test statistic in such a case,
t=d/s Vn
A t distribution with n-1 degrees of freedom is followed

Where &’ = Mean of difference = ) di/n
_ VX(d-d)?

s= standard deviation of differences =-~=—
n= number of paired observations concerned with the sample
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For a specific level of a, the estimated t statistic is compared with the tabulated t
with n-1 degrees of freedom for the acceptance or rejection of hypothesis.

7.9 SUMMARY

Once the research problem is formulated, the investigator proceeds to formulate the
hypotheses for testing. A hypothesis is a statement involving conjecture of the association
between two or more variables articulated in a way that can prove or disprove it with the
valid and reliable data. There are two types of hypotheses- Descriptive hypotheses and
relational hypotheses. A good hypothesis must be empirically testable, closest to things
observable. A hypothesis testing involves a number of steps including formulation of a
hypothesis, set up a suitable significance level, choose a test criterion, compute the statistic
and make decision.

The major research objective of inferential statistics is testing of research hypothesis through
statistical hypotheses. A test is called one-tailed only if the null hypothesis gets rejected when
the test statistic’s value occurs in acceptance region of the distribution.

The acceptance and rejection of a hypothesis depends upon the similar results. There is ever a
chance of the sample not representing the population and therefore, resulting in errors and
the results drawn could be faulty. In testing of a hypothesis, major steps are the setting up of
a hypothesis, deciding the level of significance, decision on a test statistics, the determination
of a critical region, computing the value of test statistics and making-decision. The standard
deviation related to the sampling distribution is called the standard error. If the size of the
sample is (n>30), Z statistic could be appropriate. For the small samples (n<30), on the
availability of the standard deviation related to the population, z statistic can be used.
However, if the standard deviation (6) is not known and is assessed using sample data, a t test
with suitable degree of freedom is applied under the presumption that the sample is drawn
from a normal population. In case of large sample, or small sample if the population standard
deviation are known Z test is applicable. In case the standard deviation of the population is
not recognized, the sample standard deviation is applicable as an estimate of ¢ .= In case of
small samples (n<30) drawn from a population with a normal distribution and the population
standard deviation is not known (o), a t test is applicable to perform the hypothesis for the
test of mean.

In case of tests for difference between two populations means where the sample size more
than 30, Z test is applicable. In case both the samples are (< 30 ) and the standard deviation
concerning population is not recognized, the procedure to discuss the equality of two
population means would not be applicable in the sense that a t test would be applicable. If the
two population variances are equal, their respective unbiased estimates are also equal.
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; 53‘ 7.10 GLOSSARY

Hypothesis: Hypothesis is an assumption done on the probable direction of the results that
might be obtained on completion of the research process.

Level of Significance: The significance level represents when the researcher either accepts
or discards the null hypothesis at the time it is actually true.

Standard Error: The standard deviation related to the sampling distribution is known as the
standard error.

7.11 ANSWERS TO CHECK YOUR PROGRESS

Check Your Progress-B
Fill in the Blanks

=

one-tailed

2. Type | error
3. Type Il error
4. Significance
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< 7.14 TERMINAL QUESTIONS

Q1. What is Hypothesis? Discuss the types of Hypothesis.
Q2. What are the sources of a hypothesis? What are features of a good hypothesis?
Q3. Explain the process of formulation of research hypothesis.
Q4. What are one tailed and two tailed tests?
Q5. What are the test statistics for testing hypothesis?
Applied Questions:

Q6. The company ABC manufacturing tube lights hypothesizes that life of its tube
lights is 145 hours with a known standard deviation of 210 hours. A random sample
of 25 tube lights gives a mean life of 130 hours. Using a 0.05 level of significance,
can the company conclude that the mean life of tube lights is less than the 145 hours.
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UNIT 8 TYPES AND SOURCES OF DATA

8.1 Introduction

8.2 Objectives

8.3 Data Types

8.4 Classification of Data

8.5 Qualitative Data and Types

8.6 Quantitative Data and Types

8.7 Basis of Data Classification

8.8 Primary and Secondary Data
8.9 Research Applications of Secondary Data
8.10 Summary

8.11 Glossary

8.12 Answers to Check Your Progress
8.13 References

8.14 Suggested Readings

8.15 Terminal & Model Questions

8.1 INTRODUCTION

Research data may be collected in various ways. Some of these methods depend on the
methodology and the theoretical assumptions used in the research. “ Triangulation”- a notion
introduced from military studies by Denzin (1978) (as quoted by Tomkin & Groves, 1983),
has been suggested as a way to make research studies more robust and rigorous by verifying
results through different methods, thus ensuring that the results are not a function of the
research method.
There are two types of data used in research
1. Primary Data
2. Secondary Data
Data that are observed or collected directly from first-hand experience are called as primary
data. Data already collected by different authorities and the data already available in
different mediums will be considered the secondary data. As far as the sources of
secondary data is concerned different government and non-government agencies are
frequently gathering the required information. Following are the most popular organizations
which frequently try to get the information:

= Marketing Research Team (MART)

= Census

= |Indian Market research Bureau (IMRB)

= National Council of Applied Economic Research (NCAER)

= |nsurance Regulatory Development Authority (IRDA) Etc.
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8.2 OBJECTIVES
After going through this unit, you'll be able:

e To understand the purpose of collecting primary and secondary data

e To acquaint about the different methods of collecting primary information.
e To get the knowledge about the secondary source of information.

e To know about the classification of data.

e To acquaint about significance of tabulation and classification of the data.

8.3 DATATYPES

In order to analyses and interpreted the information to draw the valid results or inferences
there is always need of the required information mostly known as the data. The type of data
depends upon the nature of the study. Mostly studies are descriptive, exploratory and causal
or combination of two of these. If the purpose of the study is to describe the phenomenon,
problem, an issue, a situation without quantifying the extent of variation into the
phenomenon, problem, an issue, situation qualitative information is necessary. For example
how the non-financial motivational factors can influence the job performance of the
employees in any organization. In order to get the required information firstly there is always
need to define the operational definition of non-financial motivational factors. Then there is
need to define the employees. Once the operational definition of the subject matter is defined.

Then only the information can be collected from the respondents through focus group
interviews, by questionnaire etc. Although the nature of the data is primary but as per the
need of the subject matter that data would be considered as the qualitative data. Whatever the
information will be received from the respondents further it would be complied analysed and
interpreted. This will be the manner to describe the phenomenon by using the qualitative data.

If the purpose of the study is quantify the extent of the variation in the phenomenon and both
the variables are quantified definitely the data would be quantitative in nature. The
significance of the quantitative data can be understood better by the following example:

Suppose as a student of research methodology wants to know about the impact of
advertisement on the sales of mobile phones. In this regard the following data for last five
year was obtained:

Advertising | 20 30 40 50 60
Expense

(Rs.in lakhs )

Sales (in Rs | 100 200 300 400 500
in lakhs)

It is clearly to be understood here that both the variables are measureable in the above
example. Therefore, it is expedient and necessary to quantify the variation in the
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phenomenon. Once the relationship will be established between the variables then only it
would be possible and feasible to quantify the variation between the variables.

Under this stage, the relevant data are collected from various sources, Primary or secondary.
Data are said to be primary when these are collected originally by an investigator or agency.
Data are said to be secondary when these are collected from published or unpublished data
which have already been collected and processed by some other agency or person.

8.4 CLASSIFICATION OF DATA

To understand the multitude of choices available to a researcher for collecting the project/
study-specific information, one needs to be fully cognizant of the resources available for the
study and the level of accuracy required. To appreciate the truth of this statement, one D.1
fferent.1 ate between needs to examine the gamut of methods available to the researcher. The
data sources could primary and. secondary be either contextual and primary or historical and
secondary 1n nature (Figure 5.1).

Primary data is the original data to which an investigator or the researcher has to collect as
per the requirement of the study. There are several ways to collect the original or the first
hand enquiry like observation techniques can be employed, interview schedules can be
organized and questionnaire techniques can be used. The authenticity and relevance of
primary data is reasonably high. The monetary and resource implications of this are quite
high and sometimes a researcher might not have the resources or the time or both to go ahead
with this method. In this case, the researcher can look at alternative sources of data which are
economical and authentic enough to take the study forward. These include the second
category of data sources-namely the secondary data.

Secondary data as the name implies is that information which is not topical or research
specific and has been collected and some other researcher or investigative body. The said
information is recorded and published in a structured format, and thus, is quicker to access
and manage. Secondly, in most instances unless it is a data product, it not too expensive to
collect.

Common sources of secondary data for include censuses, organizational records and data
collected through qualitative methodologies or qualitative research. Primary data, by contrast,
are collected by the investigator conducting the research.

8.5 QUANTITATIVE DATA AND TYPES

That type of information which is subject to quantification. As far as quantitative data is
concerned it can be easily understood by very simple examples like height of the student,
weight of a teacher, income of a family, temperature in Haldwani during the month of May,
age of a person. In order to quantify them we always have some scale or measurement scales.
Height can be measured in meter or centimetre or inches etc. Similarly weight can be
measured in kilogram, gram, pounds etc. Similarly age can be measured in terms of years,
months and days. Temperature can be measured in degree Celsius or degree Fahrenheit. In
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terms of research methodology those variable which can be measured in ratio and interval
scale are known as the quantitative variables. Here it would be expedient and necessary to
discuss about interval scale and ratio scale. Interval scale is relative in nature, it does mean
that it has the arbitrary starting and arbitrary finishing point it implies that arbitrary freezing
point and arbitrary boiling point. Hence this scale cannot be used for mathematical
operations. For example in a particular day the temperature of the Haldwani city was found to
be 40 degree Celsius during the month of June and very next day in same month the
temperature was found to be 20 degree Celsius. It cannot be conclude that the next day
temperature of Haldwani city in the month of June was just half of the previous day’s
temperature. Because measuring the quantitative data by the method of interval scale is only
relative.

By the following example it can also be made very clear and meaningful:

Suppose the age of X is 40 years and the age of Y is 80 years. It cannot be concluded that the
age of Y is just double of age of X. Because this scale has not the fixed starting point.
However, following kind of interpretation can be made:

Suppose the difference between the ages of A and B was found to be 30 years and the
difference between the ages of C and D was found to be 60 years. So it can be conclude that
the difference between the ages of C and D was just double to the difference between the
ages of A and B.

Quantitative data can be used for individual series, discrete series and continuous series.

They can be made more meaningful, more relevant and more significant by following
examples.

In individual series items, students, families, persons etc can be taken into the consideration.

e.g. Average marks obtained by 6 students in the class. Average monthly income of 10
families in Haldwani. Most likely wages of 8 workers in a factory etc.

in individual series the frequency is normally small and that frequency can easily be counted.
In discrete data in variables are always along with their corresponding frequencies.
It can also be understood by the following example:

Suppose there are 180 students in the class the marks of the students are varying from 5 to 55
in the subject of research methodology by the following manner the distribution of marks of
the students can be depicted into the discrete series:

Marks (Variable) Number of Students (Frequency)
05 10
15 20
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25 30
35 30
45 40
55 50

In this example marks are the variable and number of the associated students is the frequency.
Similarly the concept of the continuous series can also be understood.

A continuous variable is the one that can assume any value between any two points on a line
segment, thus representing an interval of values , the values are quite precise and close to
each other , yet distinguishable different. Age, height, weight etc are the examples of the
continuous variables. Age can be measured in years, months and days. Similarly weight can
be measured in kilogram and gram and height can be measured in inches and centimetre etc.

Variable like weight, height, marks, income etc. are absolute in nature. They would be
measured in ratio scale. They have the fixed starting point. This is the reason they can be
used for mathematical operations.

Above example can also be presented in continuous series:

Suppose there are 180 students in the class the marks of the students are varying from 5 to 55
in the subject of research methodology by the following manner the distribution of marks of
the students can be depicted into the continuous series:

Marks (Variable) Number of Students
(Frequency)
0-10 10
10-20 20
20-30 30
30-40 30
40-50 40
50-60 50

In continuous series variable would be in equal class width (class interval) along with their
corresponding frequencies.
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8.6 QUALITATIVE DATA AND TYPES

There is a great significance of qualitative data in the field of management, social sciences,
and humanities. By making use of the qualitative data quantification is not possible. It can be
understood by the following example suppose an organization has a team of hard working
employees, honest employees, dedicated employees, sincere employees etc. If any
organization holds these types of attributes among the employees certainly it is an asset for
the organization. However these attributes cannot be measured in monetary terms. Although
these have the great significance. Honesty, intelligence quotient, emotional quotient,
hardworking, beauty is to be considered as qualitative variables.

These variables are measured either nominal scales or ordinal scales. By making use of these
scales either modal vale or median or rank correlation method can be used.

It can be explained by considering following example:

Suppose a beauty contest was organized by an organization for their female employees. In
order to minimize the biasness two experts are called for the event. In the final round out of
50 female employees only five were nominated. With regard to the beauty contest judges
ranked participants in the following manner:

Rank given by Judge 1 Rank given by Judge 2
1 5
2 4
3 3
4 2
5 1

This is the simple way for understanding the measurement of qualitative data.
The above data types/classification enables us to notice the following:

a. That quantitative data (both continuous and discrete) possess the characteristic of
being numerically expressed to a marked degree of precision. They represent the
value associated with the measurements of variables.

b. That qualitative data (nominal and rank) refer to variable which do not give rise to
numerical value in the same way as quantitative variables. These are the result of a
process of observing a variable with respect to a certain quality characteristics or an
attribute.
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8.7 BASIS OF DATA CLASSIFICATION

Generally data are classified on the basis of the following four bases:

1. Qualitative classification:

It refers to classification of data made according to some attribute or quality such as size,
literacy, religion etc. for example, classification of population of a city according to sex,
literacy and employment is given below

Literates Attribute Illiterates | total
Males Females
Employed 75,000 1,75,000 2,50,000 35,000 | 80,000 1,15,000
Unemployed | 45,000 1,25,000 1,70,000 25,000 | 70,000 95,000
Total 1,20,000 3,00,000 4,20,000 60,000 1,50,000 | 2,10,000

2. Quantitative classification:

It refers to the classification of data according to some characteristics that can be
measured such as marks of students, height, weight, age, etc. under this classification;
data are classified by assigning by arbitrary limits called class-limits. For example weight
in kg or height in inches.

DISCRETE SERIES CONTINOUS SERIES
No. of students | Marks in | No. of students Marks in statistics
statistics

5 10 0-10 10

15 20 10-20 20

25 30 20-30 30

35 50 30-40 50

45 40 40-50 40

55 30 50-60 30

Total 180 Total 180
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3. Geographical classification:

In geographical classification, data are classified on the basis of geographical or location
differences — such as cities, districts, tehsils, blocks, or villages -between various
elements of the data set.

City Dehradun Haridwar Rudrapur Haldwani
Population (per | 584 634 481 421
— square km)

The following is an example of a geographical distribution.
4. Chronological classification:

When data are classified on the basis of time, the classification is known as chronological
classification. Such classification is also called time series because data are listed in
chronological order starting with the earliest period. The following example would give an
idea.

1941 | 1951 | 1961 | 1971 | 1981 1991 2001 2011
Year
Population | 31.9 |36.9 |45.9 |54.7 |75.6 85.9 98.6 126
(crore)

Advantages of Classification:

Classification of data helps in organizing row data into smaller group. It has the following
advantages:

= It condenses the data and ignores unnecessary details.

= |t facilitates comparison of data.

= |t helps in studying the relationship between several characteristics.
= It facilitates further statistical treatment.

Primary Rules to Be Followed While Classifying:
Primary rules that should be observed while classifying data are as follows:

= Unambiguously defined the classes should be unambiguously defined.

= Exhaustive- the classes should be exhaustive. In other words, every observation must
get classified into a class.

= Equal width- as far a possible, the classes should be equal width.

=  Neither too large nor too small — the number of classes should neither be too large
nor too small.
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» Width of class interval is decided first by fixing the number of class interval and then
dividing the total range into those many classes.

range

Class width =

number of classes decided

8.8 PRIMARY AND SECONDARY DATA

When you undertake a research study, in most situations, you need to collect the required
information; however sometimes the information required is already available and need only
be extracted. Based upon these broad approaches to information gathering, data can be
categorized as;

I.  Primary data
ii.  Secondary data.

Example of primary source include funding out the first hand attributes of a community
toward health service, ascertaining the health needs of a community, evaluating a social
programmer, determining the job satisfaction of the employees of an organization and
ascertaining the quality of service provided by worker. On the other hand, extracting data
from a concuss to obtain information on the age-sex structure of a population, the use of
hospital records to find out the morbidity and mortality patterns in a community, the use of a
organization’s record to ascertain its activities and the collection of data from sources such as
article, journals, magazines, books and periodicals to obtain historical and other types of
information, all are classified as information obtained from secondary sources.

None of the method of data collection provides 100% accurate and reliable information. The
quality of data gathered is dependent upon a number of other factors, which we will identify
as we discussed each method.
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METHODS OF DATA

A 4 A 4

Primary Secondary
A 4 v v v
Document Observatio Interviewin Questionnai
A A 4
v Gowt. v’ Participati v’ Structured Mailed
publication ng v"unstructured ] _
v Earlier v Non- Questionnaire
research participati Collective
v' Census Questionnaire
v Clint
hictarv Online

Figure8.1 Show the various methods of data collection.

There are times when the method most appropriate to achieve the objectives of a study cannot
be used because of constraints such as a lack of resources and required skills. In such
situations you should be aware of the problems these limitations impose on the quality of the
data.

In selecting a method of data collection the socioeconomic demographic characteristics of the
study population play an important role. You should know as much as possible about
characteristics such as educational level, age structure, socioeconomic status and ethnic
background. If possible, it is helpful to know the study population’s interest in, and attitude
toward participation in the study. Some population for a number of reasons, may not feel
either at ease with a particular method of data collection (such as being interviewed) or
comfortable to express opinion in a questionnaire. Furthermore, people with little education
may respond differently to certain method of data collection compared to people with more
education.

Another important determinant of the quality of your data is the way of purpose and
relevance of the study is explained to potential respondents. Whatever method of data
collection is used, make sure that the respondent clearly understand the purpose and
relevance of the study. This is particularly important when you use a questionnaire to collect
data because in an interview situation you can answer a respondent’s question but in
guestionnaire you will not have this opportunity.
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In the following situation each method of data collection is discussed from the point of view
of its applicability and suitability to a situation and the problems and limitation associated
with it.

" Check Your Progress-A

Fill in the blank

1. Primary data are generally used in case of some......................
2. A person giving data about the informationis called ......................
B ——— refers to classification of data made according to literacy level

4, IN o, survey the questionnaire appears on a webpage or link is
provided as pop up or crawl-in link.

8.9 RESEARCH APPLICATION OF SECONDARY DATA

Secondary data can be used in multiple stages during the course of a business Research study:

Problem identification and formulation stage: Existing information on the topic under
study is useful in giving a conceptual framework for the investigation. For example, jf a
researcher is interested in investigating the investor's perception of market risk, and he tracks
investment behavior of different quarters, alongside with political, economic and social
occurrences, he would be in a position to isolate the predictive variables he might wish to
study.

Hypotheses designing: Previous research studies done research studies done in the area as
well as the industry trends and market facts could help in speculating on the expected
directions of the

study results. For example, the researcher in the above example might predict a positive,
linear relationship between economic parameters like GDP and GNP and the choice of
investment instruments and a linear negative relation between inflation rate and investment
behavior.

Sampling considerations: There might be respondent related databases available to seek
respondent statistics and relevant contact details. These would assist as the sampling frame
for collection of primary information. For example, in the investment study, let us say the
researcher wants to conduct study amongst upper income class individuals. He can then
collect information on the size and spread through suitable census data.
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Primary base: The secondary information collected can be adequately used to design the
primary data collection instruments, in order to phrase and design appropriate queries.
Sometimes, the past studies done on the subject make the current study simpler, as the
researcher can make use of the previously designed questionnaires. These have been
standardized and validated earlier, thus the level of confidence and accuracy would be higher
as compared to a new instrument.

Validation and authentication board: Earlier records and studies as well as data pools can
also be used to support or validate the information collected through primary sources. Before
we examine the wide range of the secondary sources available to the business researcher, it is
essential that one is aware of the merits and demerits of using secondary sources.

Benefits and Drawbacks of Secondary Data
Benefits

As we can observe the usage secondary data offers numerous advantages over primary data.
makes their inclusion in a research study almost mandatory. There are multiple reasons why
we staunchly advocate their usage.

Resource advantage: The predominant and most important argument in support is the
resource advantage. Any research or survey that is making use of secondary information will
be able to save immensely in terms of both cost and time (Ghouri and Gronhaugh,
2002).VCare is a house maintenance company, located at Jaya Nagar, Bengaluru, and wants
to assess the customer acceptance in the neighboring areas. For this it wants to know: How
many people reside in own houses/ apartments? How many have double income households?
And how many are in the income bracket of | lakh+ per month?

Thus, the latest city census data available can be accessed to arrive at these figures.
Therefore, it is advocated that the investigator must first find out about the availability of
probable, previously collected data, before venturing into primary data collection. Toe time
saved in collecting information can be gainfully used for analyzing and interpreting the data.

Accessibility of data: The other major advantage of secondary sources is that, once the
information has been collected and compiled in a structured manner as a publication,
accessing it for one's individual research purpose becomes much easier than collecting it for a
singular study. Census data as the one mentioned above is generally available through a
government source and is usually free of charge. However, m case VCare wants .market data,
in terms of size, players and volume-one might need to go to the commercial data sources
which might be available for a cost, depending on the sample size and research agency
repute, However, even when the data is purchased, the cost of the information would be much
less compared to collecting it on one's own.

Accuracy and stability of data: As stated in the above case, data that is collected by
recognized bodies_ and on a large scale has the additional advantage of accuracy and
reliability (Steward and Kamins, 1993). Thus, any interpretation of primary findings or
supportive logic for an implementation decision would be more precise. Moreover, since the
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data is collected and compiled by an outside body, it can be readily and easily accessed by
other researcher as well (Denscombe, 1998).

Assessment of data: Another plus point of collecting secondary data is that the information
can be used to compare and support the primary research findings of the investigators. In case
the study was conducted on a representative sample of the population, the findings could be
used to estimate the applicability on a larger population. Even if the findings of the earlier
collected information are in contrast with the current findings, it is still useful as it might
reveal the presence of certain moderator variables which might be operating in the two
research conditions.

However, there is need for caution as well because in using secondary data, there might be
some constraints and disadvantages as well.

Disadvantages

Applicability of data As a result of this, the information might not be applicable o~ relevant
for the current objective. (Denscombe, 1998). The typical differences that emerge in such
cases are with relation to the variables and the units being used to measure it. For example,
market optimism or buoyancy by one researcher might be reflected by the consumer's
spending in that quarter; while one might be interested. in measuring buoyancy in terms of
the investment in equity and growth funds.

Time Period: Another significant difference is in terms of the time period. The information
that one might be using for the current research might have been collected in a different time
coordinate or in a different environment. The implication of this divergence in the research
base is that there might be multiple modifying variables, which might not be apparent like the
socio-cultural environment, climatic effects and political factors. However, these might be
responsible for skewing the direction of the findings.

Accuracy of data: While application of the data might be an issue, there is a sincere concern
before one relies on the information gathered by another source-that is the level of trust one
can have on the same. The concerns are three: Who, Why and How?

The first level of accuracy depends upon who was the investigator or the investigative
agency. The reputation of the organization/person becomes extremely critical in establishing
the truth of the findings as well as believing the inferences drawn in the quoted research. The
second is the reason for collecting the data. For example, if a certain political party collects
information on the potential voters and an independent market research agency collects
information on the potential voters and an .independent market research agency collects
information on the spread of the opinions- positive and negative-- towards various political
parties, one is 1nore likely to rely on the second source. The reliability would be higher due
to the reasons given below:
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e Since the agency specializes in conducting opinion polls and. has vast experience as
well as a respondent base, the chances of error would be minimized

e The political party might have a hidden agenda of securing the campaign
sponsorship through the survey conducted, while the independent body would be free
from this bias.

Last but not the least is the data collection process of the study in terms of sample selection
and sampling used to identify the respondent data population. This is very important as this
would be a indicator of the applicability of the results when extrapolating to the larger
population.

8.10 SUMMARY

Research data may be collected in various ways. Some of these methods depend on the
methodology and the theoretical assumptions used in the research. “ Triangulation”- a notion
introduced from military studies by Denzin (1978) (as quoted by Tomkin & Groves, 1983),
has been suggested as a way to make research studies more robust and rigorous by verifying
results through different methods, thus ensuring that the results are not a function of the
research method. There are two types of data used in research;

1. Primary Data
2. Secondary Data

Data that are observed or collected directly from first-hand experience are called as primary
data. Data which is already available in different forms is known as the secondary data.
Government records, Journals, Marketing agencies MART, IMRB etc are the sources of the
secondary data.
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@ 8.11 GLOSSARY

Phenomenon: A fact or situation that is observed to exist or happen.

Emanate: Originate from; be produced by.

Demographic: The statistical characteristics of human populations (such as age or income)
used especially to identify markets.
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h 8.12 KEY TO CHECK YOUR PROGRESS

Check your Progress- A

1. Original, problem- or project-specific problem.
Respondents

Nominal data

Quialitative data

Quialitative classification
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? 8.15 TERMINAL QUESTIONS

‘ [

Q1.What is the difference between Qualitative and Quantitative Data types?
Q2. What is the difference between Primary and Secondary source of data?
Q3. Discuss research applications of quantitative data.

Q4. Discuss research applications of the secondary data.

Q5. Explain the basis through which a data van be classified.

Q6. Write a detailed note on types and sources of the data.

Q7. Give a detailed note on discrete and continuous kind of data.
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9.4 Selection of Data Collection Methods
9.5 Collection of Primary Data
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9.10 Types of Questionnaire

9.11 Summary

9.12 Glossary
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9.14 References

9.15 Suggested Readings

9.16 Terminal & Model Questions

9.1 INTRODUCTION

In dealing with any real life problem it is often found that data at hand are inadequate, and
hence, it becomes necessary to collect data that are appropriate. There are several ways of
collecting the appropriate data.

The task of data collection begins after a research problem has been defined and research
design/ plan chalked out. While deciding about the method of data collection to be used for
the study, the researcher should keep in mind two types of data viz. primary and secondary.

9.2 OBJECTIVES

After reading this unit students would be able to understand;
e To know about the different sources of primary data.

e To understand the different sources of secondary data.
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e To know about the questionnaire design introduction.

e To understand questionnaire design process.

9.3 TYPES OF DATA

There are two types of data:
())Primary data

Data that are observed or collected directly from first-hand experience are called as
primary data.

(ii) Secondary data

Published data and the data collected in the past or other parties are called secondary data.
Common sources of secondary data for include censuses, organisational records and data
collected through qualitative methodologies or qualitative research. Primary data, by
contrast, are collected by the investigator conducting the research.

The researcher would have to decide which start of data he would be using for his study
and accordingly he will have to select one or the other method of data collection.

9.4 SELECTION OF DATA COLLECTION METHOD

Selection of data collection method depends on the following factors:

(1) Purpose, Relevance and significance of the study
(i) Objectives of the study

(iii) The surrounding and environment in which the researcher is carrying out the
study.

(iv) Time constraints, financial constraints and human resource constraints
(v) Degree of accuracy and degree of precision

(vi) Interest and perception of researcher

9.5 COLLECTION OF PRIMARY DATA

Meaning of primary data
Those which are collected a fresh and for a first time and thus happen to be original in nature.

We collect primary data during the course of doing experiments in an experimental research
but in case we do research of the descriptive type and perform surveys, and then we can
obtain primary data either through observation or through direct communication with
respondent.

There are several methods of collecting primary data:
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Questionnaires and the survey method:

Questionnaires have, according to Sharp & Howard (1996, p 145), “over the past century,
become a common method of gathering information.” It can be defined as “a pre-formulated
written set of questions to which participants record their answers, usually within largely
closely defined alternatives.” (Sekaran, 1992, p 200). Survey is a method where questionnaire
is used to collect data. Creswell (1994) define a survey as “the data collection process of
asking questions, provides a quantitative or numeric description of some fraction of the
population i.e. a sample which can be in turn generalised to the population from which the
sample was drawn.”

Interviews:

Nachmias & Nachmias (1996,) defines an interview as a “face-to-face, interpersonal role
situation in which an interviewer asks participants questions designed to elicit answers
pertinent to the research hypotheses”. However, Sekaran (1992) reminds us that interviews
need not be face-to-face as it can be conducted through the telephone or can even be
computer assisted. Interview could be classified as as structured or unstructured (or non-
directive interview) although Nachmias & Nachmias (1996) identifies a third category- the
focused interview , which is a variation of the structured interview.

In the structured interview, the format is more rigid and assumes that the researcher knows
exactly what information is needed and has a list of pre-determined questions he intends to
ask of the participants. The same questions are administered to every interviewee, although in
certain cases depending on the circumstances or participants’ answers, the researcher may
elicit additional information by asking additional questions not on his schedule. “Through
this process new factors might be identified and a deeper understanding might result”
(Sekaran 1992)

In the Unstructured or non-directive interview, the researcher does not have a schedule
listing a set of pre-specified questions, nor are the questions asked in a specific order. The
researcher does not direct the interviewee and thus the interviewee is encouraged to relate his
or her experiences and to reveal their attitudes and perceptions on the topic of interest. In this
method, the interviewer has an opportunity to probe various areas and to raise specific
queries during the interviews.

Observation:

Observation is way of gathering data by watching behavior, events, or noting physical
characteristics in their natural setting. Observations can be overt (everyone knows they are
being observed) or covert (no one knows they are being observed and the observer is
concealed). The benefit of covert observation is that people are more likely to behave
naturally if they do not know they are being observed. However, you will typically need to
conduct overt observations because of ethical problems related to concealing your
observation. Observations can also be either direct or indirect. Direct observation is when you
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watch interactions, processes, or behaviors as they occur; for example, observing a teacher
teaching a lesson from a written curriculum to determine whether they are delivering it with
fidelity. Indirect observations are when you watch the results of interactions, processes, or
behaviors; for example, measuring the amount of plate waste left by students in a school
cafeteria to determine whether a new food is acceptable to them.

(1)  Other methods
(A) Distributor audit
(B) Using mechanical device

(C) Depth interview etc.

9.6 COLLECTION AND MEANING OF SECONDARY DATA

Published data and the data collected in the past or other parties are called secondary data.
Common sources of secondary data for include censuses, organisational records and data
collected through qualitative methodologies or qualitative research. Primary data, by
contrast, are collected by the investigator conducting the research.

9.7 SOURCES OF SECONDARY DATA

(a) Internal Sources

It includes company profit-loss statements, balance sheets, sales figures, sales-call
reports, invoices, inventory record, and prior research reports.

(b) Government publications
(i)  Statistical abstract of the United States
(i)  Country and city Data Book
(iii)  Industrial Outlook
(iv)  Marketing Information Guide

(v)  Other government publications include the Annual Survey of manufacturers;
business trade, and selected service industries; census of transportation;
Federal Reserve bulletin; monthly labor review; survey of current business;
and vital statistics report.

(c) Periodicals and Books
(i)  Business Periodicals index
(i) Standard and Poor’s industry
(ii)  Moody’s Manuals

(iv)  Encyclopedia of Associations
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v)

(vi)

(vii)

Marketing journals include the Journal of Marketing, Journal of Marketing
Research and Journal of Consumer Research.

Useful trade magazines include Advertising Age, Chain Store Age,
Progressive Grocer, Sales and Marketing Management, and Stores.

Useful general business magazines include Business Week, Fortune, Forbes,
The Economist and Harvard Business Reviews.

(d) Commercial Data

(i)

(i)

(iii)

(iv)

v)

(vi)

Nielsen Company

Data on products and brands sold through retail outlets (Retail Index
Services), supermarket scanner data (Scan track), data on television audiences
(Media Research Services), Magazines circulation data (Neodata Services,
Inc.) and others.

MRCA Information Services

Data on weekly family purchases of consumer products (National Consumer
Panel) and data on home food consumption (National Menu Census).

Information Resources, Inc.

Supermarket scanner data (Info Scan) and data on the impact of super market
promotions (Promotion Scan).

SAMI/Burke

Reports on warehouse withdrawals to food stores in selected market areas
(SAMI reports) and super market scanner data (Sam scam).

Simmons Market Research Bureau (MRB Group)

Annual reports covering television markets, sporting goods, and proprietary
drugs, with demographic data by sex, income, age and brand preferences
(selective markets and media reaching them).

Other commercial research houses selling data to subscribers include the Audit
Bureau of Circulation; Arbitron, Audits and Surveys; Dun & Bradstreet’s;
National Family Opinion; and Standard Rate and Data Service.
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Fig 9.1 Secondary Data

9.8 QUESTIONNAIRE DESIGN INTRODUCTION

Questionnaire is a general term to include to all techniques of data collection in which each
person is asked to respond to the same set of questions in a predetermined order. It therefore,
includes structured interviews and telephone questionnaires as well as those in which
questions are answered without an interviewer being present.

The questionnaire must be designed on the basis of the purpose of the study. Whenever we
are administrating the questionnaire it requires series of questions. Questions would be
framed pursuant to the objectives of the study. If the study population is scattered
geographically or study population is literate questionnaire is the best medium to get the first
hand information from the study population. Questions should be framed in a very simple
language so that every respondent is able to understand the question and able to response
properly. There is no place for ambiguity in the questions. If confusion will occur it will have
adverse effect in response of the question.  In order to enhance the response rate of the
respondents the layout of the questionnaire should be framed in such a manner that it reflects
someone is talking to the respondents. In questionnaire questions can be asked in Likert
Scale, dichotomous questions can also be asked or multiple types of questions can also be
asked. Most of the time researcher or investigators are supposed to develop their own
schedule as per the need, significance and relevance of the study. Here it will be imperative
and necessary to distinguish between questionnaire and schedule. Schedule is the research
instrument or research tool while questionnaire is the method of data collection.
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Questionnaire is the most popular method of data collection. It has several advantages like it
is cost effective and it saves time. It has some disadvantages also response rate is poor and
there is always the possibility of biasness.s

/" |Check Your Progress-A

Choose the correct alternative.

1. According to the text, questionnaires can address events and characteristics
taking place when?
a. In the past (retrospective questions)
b. In the present (current time questions)
c. Inthe future (prospective questions)
d. All of the above

2. Which of the following are principles of questionnaire construction?
a. Consider using multiple methods when measuring abstract constructs
b. Use multiple items to measure abstract constructs
c. Avoid double-barreled questions
d. All of the above
e. Only bandc
3. Which of these is not a method of data collection?
a. Questionnaires
b. Interviews
c. Experiments
d. Observations

4. Secondary/existing data may include which of the following?

a. Official documents

b. Personal documents

c. Archived research data
d. All of the above

5. An item that directs participants to different follow-up questions depending on
their response is called a

a. Response set

b. Probe

c¢. Semantic differential
d. Contingency question
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6. Which of the following terms best describes data that were originally collected at
an earlier time by a different person for a different purpose?

a. Primary data

b. Secondary data

c. Experimental data
d. Field notes

7. Researchers use both open-ended and closed-ended questions to collect data.
Which of the following statements is true?

a. Open-ended questions directly provide quantitative data based on the researcher’s
predetermined response categories

b. Closed-ended questions provide quantitative data in the participant’s own words

c. Open-ended questions provide qualitative data in the participant’s own words

d. Closed-ended questions directly provide qualitative data in the participants’ own
words

9.9 QUESTIONNAIRE DESIGN PROCESS

The process of designing questionnaire is often long, complex and involved. Many authors
suggest that the process is sequential, that stages follow on from one another. While there is
some truth to this, in the opinion of authors, most questionnaire design exercises are iterative
with constant movement between the different stages of the process. Proctor (1997) states
that questionnaire design encompasses eight different stages as follows:

(a) Identification and specification of the research problem/research objectives

In the first stage, the researcher should consider question such as ‘what is the
management problem’? And ‘what is the marketing research question’? An example
of marketing problem could be to determine whether a previous advertising campaign
had been effective.

(b) Selection of the population to be studied

It is imperative that the researcher determines who the sample will be since particular
question may be more or less appropriate for different populations and for different
segments within populations.

(c) Choice of data collection

What interviewing method should the survey makes use of? Previous selection of this
chapter should have made clear how important a consideration this is on the process
of questionnaire design.
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(d) Ordering of the topics to be addressed

A questionnaire should be structured such that the questionnaire is logical and should
usually proceed from general information (e.g., introductory questions) to specific
information (such as respondent geographic). This technique is called laddering.

(e) Establishing the cross-tabulation that will be required

Where a survey is attempting to perform a particular function, and/or identify the
relationship between certain variables, it is important to determine whether cross-
tabulation is possible between questions and answers. Since different types of cross-
tabulation techniques are possible, it is important to identify what type of data should
be collected. For instance, if the researcher wishes to use the Chi-square statistical test
the researchers need to design questions that obtain categorical (nominal) data. This
type of data is best collected using multiple fixed- response questions. Designing the
questionnaire according to which data analysis techniques are going to be used
requires answer to be in a specific format. A full discussion of this topic is outside the
scope of the book and, interestingly, is seldom covered in other major marketing
research texts.  An example might be if a marketing researcher wished to provide a
client with information on competitors’ product positioning. This might make use of
the multi-dimensional scaling statistical technique and, correspondingly, would need
respondents to evaluate competitors’ products on a number of different dimensions.
Usually, this is achieved by asking respondents rating scale questions.

(f) Deciding how the topics will be covered and how they will be preceded

This section determines the types of questions that should be used and relevant coding
procedures. Decision encompasses whether or not to use open-ended or closed
questions, dichotomous, multiple-fixed response and rating and ranking scale
questions.

(9) Questionnaire layout and design of supporting material

The questionnaire should be presented in such a manner that responding to questions
is simplified as far as possible. Prompt cards should also be designed for personal
interviews. This allows respondents to view all possible answers to a multiple-
response question without forgetting any. Other material may also need to be
designed to accompany surveys, such as photos or advertisement stills, etc.

(h) Pre-testing of the questionnaire

Questionnaire should be formally pre-tested on the small section of the survey
population. This helps to ensure that questions are not misunderstood and that the
researcher does not assume certain knowledge about the sample. If the researcher has
little knowledge of the population, pilot testing the questionnaire may be more
sensible option, where the survey is completed among a small section of the
population first and is modified for a larger survey for a late date. This is different
from pre-test since it involves larger samples.
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Factors Affecting questionnaire Design

Your choice of questionnaire will be influenced by a variety of factors related to your
research question(s) and objectives, and in particular the:

a) Characteristics of the respondents from whom you wish to collect data.
b) Importance of reaching a particular person as respondent.
c) Importance of respondents’ answers not being contaminated or distorted.

d) Types of question you need to ask your analysis, taking into account the likely
response rate.

e) Types of question you need to ask to collect your data.
Real Life Example for Designing Questionnaire

Suppose you are conducting a study on the topic of Job Motivation among the employees.
In this regard you framed a research question what are the factors influencing the job
motivation of the employees. You tried to define the operational definition of the subject
are and the study population. In this regard you studied several literature and you bring the
clarity about the phenomenon. You find out the gap between your study and previous
studies. Finally you made the objective of your study: To identify the factors influencing
the work motivation of the employees. As far as the work motivation is concerned both
financial and non-financial factors would be influencing the work motivation of the
employees. Financial factors include salary, bonus and compensation. While non- financial
factors will include work environment, recognition, promotion, training and development,
sense of belongingness, sense of responsibility ect. In order to achieve a valid results and
questions inference you required to develop a research instruments. You may develop a
series of questions on the basis of the objectives and above quoted parameters definitely be
included in the schedule thereafter questionnaire would be distributed among the
respondents then only the valid kind of the results are expected.

9.9.1MERITS OF QUESTIONNAIRE

A questionnaire has following merits.

> It saves time, money and manpower of the researcher and investigators. It is very
convenient method of the data collection. In questionnaire method there is no direct
contact between the researcher and the respondents so researcher biasness cannot be
imposed on the responses.

» If the study is based in a very sensitive issue like street crime, child sexual abuse and
others. Questionnaire method of data collection would be more appropriate than
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conducting interviews. In questionnaire it is not mandatory to provide your personal
details because there is no direct link between investigator and the respondent.

9.9.2 DEMERITS OF A QUESTIONNAIRE

However this method is cost effective, time saving, and does not require strong
manpower apart from that it has many more demerits.

>

This method of data collection can only be used among those respondents who are
literate. Those who can read and write. If the respondents are illiterate this method
of primary data collection cannot be used. Its applicability is confined to only
literate person.

Response obtained from questionnaire is always low. Most of the time
respondents don’t response properly. There are several reasons for this.
Respondents are not able to understand the questions properly, due to lake of time
they are not able to respondent, they may not be self-disciplined, they may not be
motivated and many others. If the response rate is poor findings of the study
cannot be generalised.

Those respondents who are highly motivated, self -disciplined will definitely
response and those who are not they will not respondent. This will certainly affect
the outcome of the study population.

If the respondents are getting confused in some questions whenever they are
filling the questionnaire. In questionnaire there is no possibility to eliminate their
confusion because of there is no direct contact between investigator or researcher
and the respondents. That confusion may influence the response of the respondent.
If the study requires prompt responses of the questions. By using the questionnaire
method immediate and prompt responses cannot be obtained. This is one of the
greater limitations of the questionnaire method.

If we talk about systematic and scientific investigation in most of the studies if the
study permits the responses through the questionnaire method. Questions are
arranged in such a manner that one question is linked another question. If the
respondents don’t able to understand the particular question, then rest of questions
could not be answered by them. This will definitely influence the response rate.
So better inferences cannot be drawn.

In questionnaire there is no direct interaction between investigator and the
respondents. Therefore, there is always an opportunity for respondents to discuss
the question to someone. If it happens result would always be biased. So there is
no place for biasness in research.

The major demerits of questionnaire are that if the response is obtained through
questionnaire unlike other methods it cannot be supplemented.
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9.10 TYPES OF QUESTIONNAIRE

There are two categories of the questionnaire:

Open-ended questions

Closed ended questions

Open-ended questions:

If we talk about open-ended questions they have their importance. The selection of the
open-ended questions depends upon the purpose, relevance, significance and
objectives of the study. In open-ended questions there is always an opportunity for
respondents to express their feelings, ideas, expressions towards the phenomenon.

The main advantage of this type of questionnaire reflects your agreement or
disagreement freely towards the subject matter. This type of questionnaire mostly
used when qualitative kind of the studies are taken into the considerations.

The major disadvantage of this questionnaire is to perform the analysis part. It is easy
to answer freely but how cans the content analysis will be performed? In order to
analyze open-ended questions there is always need of content analysis.

Close ended questions:

In close ended questions as respondents you have an opportunity to get some choices
for associated questions for the study. Further close ended questions can be
segregated either dichotomous questions or multiple choice questions. In dichotomous
questions two outcomes are possible. For example good or bad, day or night, happy or
unhappy so on.

If we talk about multiple choice questions, from the view point of the research it can
be explained by taking the example of Likert Scale. This scale is more prevalent in
research methodology. Basically it is the five point scale having two extremes. The
value of this scale moves from extreme left to extreme right.

For example attitude of the students towards the delivery of the lecture, in order to
know about the responses of the students firstly we need to define the operational
definition of the subject matter.  Suppose content of the lecture, structure,
communication, style of delivering the lecture, knowledge of the subject etc will
constitute the parameters of the subject matter. Further the responses of the students
can be gathered from 1 to 5 points.

1- Highly dissatisfied

2-Dissatisfied

3-Indifferent

4-Satisfied

5- Strongly satisfied

Smaller value in response higher the disagreement and higher value in response higher the
agreement.
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9.11 SUMMARY

Data collection method is an integral part of any research design. We learned about two
sources of the data collection i.e. Primary and Secondary sources of information. In this unit a
detailed description was made with regard to questionnaire design introduction and
questionnaire design process. In next unit an effort has been made to understand attitude
measurement and motivational research techniques.
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Linguistic: Relating to language or linguistics.

9.12 GLOSSARY

Encompass: Surround and have or hold within.

Repercussion: An unintended consequence occurring sometime after an event or action,
especially an unwelcome one.

Dichotomous: Dividing into two parts or relating to, involving, or proceeding from
dichotomy.

¥ |9.13 KEY TO CHECK YOUR PROGRESS

Check your progress-A

Choose the correct alternative

1) (d)
2) (d)
3) (0
4) (d)
5) (d)
6) (b)
7) ()
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9.15 SUGGESTED READINGS

1. Research Methodology: C R Kothari (New Age)
2. Marketing Research : N K Malhotra (Pearsons)
3. Kumar Ranjeet: Research Methodology Pearson Education.

)

9.16 TERMINAL QUESTIONS

Q1. What is questionnaire? Explain the process considering in the design of
questionnaire.

Q2. Define various factors that affect questionnaire design.

Q3. State the type of questionnaire.

Q4. Define advantage and limitation of questionnaire method.

Q5. Define various kinds of observations and their advantages and disadvantages.
Q6. Explain different types of questionnaire.

Q7. Write a note on introduction to questionnaire design.

Q8. What do you understand by questionnaire design process?

Q9. List out the possible sources of secondary data.

Q10. Give a detailed essay for methods of data collection.
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UNIT 10 ATTITUDE MEASUREMENT AND
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10.2 Objectives

10.3. Measurement and Types of Measurement Scale
10.4 Attitude and Components of Attitude

10.5 Advantages and Limitations of Attitude Measurement
10.6 Techniques of Attitude Measurement

10.7 Physiological Measure of Attitude

10.8 Attitude Measurement Scale

10.9 Motivational Research Techniques

10.10 Summary

10.11 Glossary

10.12 Answer to Check Your Progress

10.13 Reference/ Bibliography

10.14 Suggested Readings

10.15 Terminal & Model Questions

10.1 INTRODUCTION

In the previous unit you learnt about the methods of data collection in detail. A research
design is a conceptual structure for doing any research. Research design helps the researcher
in finding out answers to questions like what, why, where, when, how much, it also help in
identifying the techniques or ways for conducting research. Here, in this unit we will discuss
attitude measurement and motivational research techniques that are particularly important in
behavioural research. Here, we will discuss about the methods used to measure attitude such
as ranking, rating, sorting, and choice techniques. In this unit we will discuss all the attitude
measurement techniques in detail. The attitude measurement is rigorously used in business
setting where the customer attitude measurement serves as the base for designing the
products and services according to their requirements. Similarly motivational research
techniques are also used to understand the hidden motives of the customers which help the
marketer in serving their target audience well.
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10.2 OBJECTIVES

After reading this unit the learning will be:

-Understanding the meaning of measurement and the measurement scale
-Define attitude and its components

- Learn about the advantage and disadvantage of attitude measurement

- Discuss the techniques used for measurement of attitude

- Know about the motivational research techniques used in research

10.3 MEASUREMENT & TYPES OF MEASURMENT SCALES

The term measurement means assigning numbers or some other symbols to the characteristics
of certain objects. As the research is empirical in nature it means that it is based on hard facts
and figures, thus for the purpose of making the research more reliable, numbers are assigned
to the variables in research. Researchers assign numbers to the observations, these assigned
numbers gives an accurate description of the variable.

When the research is conducted it’s not the object that is measured but the perception,
attitude and other relevant characteristics of the population is measured. The basic objective
with which numbers are assigned is firstly to ensure that statistical analysis of the data
collected by the researcher and secondly the research result that are obtained are reliable and
can conveniently be communicated.

For the purpose of measurement the data is put on a scale, measurement is the actual number
assigned and scaling is process of placing the observation on a continuum. The four
measurement scale generally used while conducting research are — nominal scale, ordinal
scale, interval scale and ratio scale. The choice of measurement scale will depend on the kind
of data collected and the statistical analysis that will be executed in turn depends on the scale
that is used for data measurement.

Nominal scales put the data on categories based on their characteristics; ordinal scales
provide order or sequence to the data; interval scales put the data on a continuum and ratio
scales provide that data in absolute point.

1. Nominal Scale

Nominal scale allows the researcher in categorization of responses into a number of mutually
exclusive categories. The numbers assigned in the nominal scale are just for the sake of
putting the data into categories, it does not allow any mathematical calculation on the data.
The numbers assigned in a Nominal Scale are just for the purpose of identification these are
no more than labels. Such as number that are assigned as bank account number, product
identification number, car registration number etc,
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Example of nominal scale
What is your gender?

[ 1 Male

[ ] Female

Male may be assigned number ‘1’ and the female may be given number ‘2’ for the purpose of
identification. Any number higher than the other number does not signify superiority to the
lower number. These are just for ‘namesake’.

Tick on the food items you buy every month (at least once)

1. Rice

2. Chicken

3. Milk

4. Groundnut oil
5. Peppers

Here also, rice may be assigned number 1, chicken may be assigned number 2 and so on.
These assigned numbers have no mathematical properties which mean these numbers cannot
be added, subtracted, multiplied or divided. Only statistical measure that can be used on such
data is mode as it allows carrying count of each category. One can also use chi-square test
which will help in determining the association of two or more variables and also to determine
how strongly these variables are associated.

2. Ordinal Scale

This is the next higher level of measurement than the nominal scale measurement. The
ordinal scale, allows the respondents to rank an object by some common variable, which help
the researcher in identifying whether an object has more or less characteristics than some
other object. In an ordinal scales individuals, attitude of people, items are ranked on
continuum. An illustration of ordinal scale would be the ranking given by the customer to
three brands of packaged milk on the basis of their perceived quality.

Example of ordinal scale

Rank the following brands of television in order of your preference considering 1 as the most
preferred brand

1. Sony
2. LG

3. Videocon
4. Samsung
5. Onida
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In the above example the respondent rank the most preferred brand as 1 and the least
preferred brand as 5.

Rank the following attribute while choosing a soap. Most important attribute is given number
1, next as number 2 and so on.

Attributes Rank

Lather

Fragrance

Moisturizing

Mildness

Shrinkage

The ordinal scale help the researcher to know the order of preference but it does not help in
finding level of preference i.e. how much more one brand or an attribute is preferred to
another. Median, percentile, quartile are the statistical techniques used for the purpose of
analyzing the ordinal data. The ranked data can also be statistically analyzed through rank
order correlation coefficient, sign test.

3. Interval Scale

In the interval scale the responses are acquired on a continuum scale. The scale starts from an
arbitrary point with numbers placed at equal intervals. This scale takes care of the limitations
of nominal as well as ordinal scale. Unlike nominal scale where the number are just for the
purpose of identification and ordinal scale where the objects are place only in order the
interval scale ensure meaningful interpretation of the observations, it clearly states the
magnitude of difference among the attitude, preference that is being observed. Thermometer
is one of the classic example of interval Scale.

Example of Interval Scale

How will you rate your present refrigerator on the following stated attributes?

Company Low 1 2 |3 |4 5 | High Popularity

Name Popularity

Functionality Few 1 2 |3 |4 5 Many

Price Low 1 2 |3 |4 5 | High

Product Design | Poor 1 2 |3 |4 5 | Good

Utility Low 1 2 |3 |4 5 High Utility
Utility
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The respondents are asked to put his response on the above scale of 1 to 5.

How do you rate the customer care department of the Lotus electronic store?

Very Good Good Neither Good | Bad Very Bad
nor Bad
5 4 3 2 1

The numbers obtained on the scale can be added, subtracted, multiplied, or divided. Data
acquired on the interval scale can be statistically analyzed through arithmetic mean, standard
deviation, correlation coefficient. T-test, z-test, regression analysis and factor analysis can be
conducted on interval data.

4. Ratio Scale

This is the highest level of measurement. Ratio Scales are not commonly used in market
research, it is used just in case where the variables are available for absolute comparison.
There exists a natural zero point in the ratio scale and the responses obtained is in absolute
form rather than relative quantities. Few examples of ratio scales are measurement of
physical quantities like - length, weight, age etc.

Example of Ratio Scale
Q1. What is your age?
Q 2. What is the yearly sales of the company?

Q 3. What is the Distance of your school from your house ? Km

The responses of such questions always have a starting point of zero. All mathematical
operations can be carried out on the ratio scale data. All the statistical techniques that are
used to analyze nominal scale data and ordinal scale data, interval scale data can be applied to
the ratio scale also. One can also compute coefficient of variation, geometric mean, harmonic
mean on the ratio scale data.

10.4 ATTITUDE & COMPONENTS OF ATTITUDE

An attitude is a mental state, it involves feelings, values, believes and characteristics of an
individual to react in a certain manner. It is more or less a stable disposition to respond
consistently in a given way to various aspects of the world, including persons, event, and
objects. Companies in marketing research study the attitude of customers as it serves as the
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base for creating customers and retaining them. A company is able to earn profitability only
when its customers have a positive attitude towards the products and services of the
company. Attitude can be classified into affective, cognitive, and behavioral component.

Affective component of attitude reflects individuals’ general feelings or emotions towards an
object, event or a person. The few example of affective component of attitude could be ‘I
love Coca-cola’, ‘McBurger is very tasty’, ‘I love my job’. When the customer is asked to
rank the products according to his liking such as ranking the most preferred soft drink out of
Pepsi, Coca-cola, Limca and Sprite is an example of affective component.

Cognitive Component forms the base for the affective component of attitude as one’s
knowledge, beliefs and cognition leads to the feeling and emotions he/she carries. The
cognitive component represents one’s awareness and knowledge about the objects. A person
may like a product because he/she believes that he/she is getting a qualitative product at a
good price. In a survey when a respondent is asked to name the companies that manufacture
air conditioners, some respondents may remember names like Haier, Voltas, Daikin,
Panasonic this is an example of cognitive component. When on the basis of his past
experience a person states that Voltas AC consumes less electricity, or Tata cars gives great
mileage are the examples of the beliefs these individuals possess.

Behavioral component reflects a predisposition to an action; it is an intention of an individual
for buying. In the behavioural component the customers set expectation towards a product
he/she is about to buy. Intentions are the willingness of an individual to pay for the product
but it may not always convert into buying.

In business research attitude measurement forms the base for understanding the customers
well so that they can be served in the best possible manner and ultimately the firm can earn
profitability. In current times creating and retaining customers is the biggest challenge and
the companies are thoroughly studying the customers’ attitude to create a positive attitude for
their products and services and secondly motivating them for converting their intentions into
real purchases.

10.5 ADVANTAGES AND LIMITATIONS OF ATTITUDE
MEASUREMENT

Attitudes are mental processes within and individual’s mind which helps in determining the
actual as well as the potential response of person in a social world. Companies are
continuously in search of information about their customers and attitude measurement plays a
prominent role in finding out the characteristics of the customers that help companies in
creating and retaining the customers. Following are the advantages and limitation of attitude
measurement -
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Advantages of Attitude Measurement

With the knowledge of the customers’ attitude the companies are able to make
strategies according to their requirement and successfully implementing these
strategies.

The study of customer attitude helps the companies in classifying the ‘types of
consumers’ based on their attitude. Companies plan their products and services
according to these categories.

Attitude measurement reduces uncertainty, more predictable the customer response
and behavior is, it becomes easier to control marketing conditions.

The practical importance of attitude cannot be underestimated. More a company and
his salesman know about his customers’ attitude better would be the ways in which
they will be able to serve them.

Limitations of Attitude Measurement

Measuring attitude is hypothetical construct, as attitude is not a directly observable
phenomenon but it is measured through indirect indicators, such as verbal expression
or overt behavior.

As the consumer attitude is influenced by various factors it is a complex affair. Thus
an individuals’ response cannot be predicted and the reliability of the responses
collected cannot be estimated in advance.

It is difficult to say which is the most appropriate scale for measuring attitude, the
choice of scale normally depends on the judgment of the researcher.

10.6 TECHNIQUES FOR ATTITUDE MEASUREMENT

Attitude and its measurement is a most worked topic in business setting, variety of techniques
have been devised for measuring attitude. The components of attitude that is affective,
cognitive and behavioral component can be measured in different ways. For the purpose of
measuring the affective component mechanical devices such as pupilometer can be used, but
for the purpose of measuring the behavioral component verbal statements concerning beliefs,
or behavior are used for measuring the behavioral intentions.

While acquiring the response from the respondents generally they have to rank, rate, sort, or
make a choice or have to compare.
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Ranking requires that respondents give order i.e. provide rank to the objects or attributes on
the basis of preference, liking, or any other characteristics. In it the respondents put all the
items in ascending or a descending order. Rating requires the respondents put their responses
on a scale, it states the magnitude of an attribute or quality that an object has. These scores
help in identifying the strength of the attitude and beliefs of the respondent. The response is
gathered by obtaining the rating of the object of study on a stated continuum (scale).

Sorting require the respondent to arrange the items or the object in a systematic manner so as
to ensure that the items or objects with similar characteristics fall into similar categories. In
the choice technique the respondents are asked to make choices among the available
alternatives. When the respondent choose a product or a service above the other stated
product or service the researcher assumes the reasons for the same.

Normally for measuring the attitude two major types of scales are used - single item scales
and multi-item scales. Single item scale where respondent have to only measure one item on
a given construct, for example when a respondent is asked to answer the following question;
Convey your satisfaction level towards your current car’s performance?

e Very dissatisfied
e Dissatisfied

e Neutral

e Satisfied

e Very Satisfied

One of the problems with the above scale is that the researcher is unable to find out that
out of many features like price, after sales service, reliability, mileage the customer
satisfied with which specific features.

So the researcher use multi-item scale, which helps the researcher in finding out every
aspect of the item or the object that is being researched, for example the researcher may
ask the respondent following questions;

How satisfied you are with the mileage of the car?
e Very dissatisfied

e Dissatisfied

e Neutral

o Satisfied

e Very Satisfied

How satisfied you are with the price of the car?

e Very dissatisfied
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e Dissatisfied

e Neutral

e Satisfied

e Very Satisfied

In the next portion of the unit we will discuss about the popular techniques used for
measuring attitude.

s |Check Your Progress-A

Q1. What is measurement in research?

Q4. State true or false

i In nominal scale only numbers are assigned for identification. Alphabets or
symbols cannot be assigned. (False)

ii. When the perception, attitude, and preference of consumers are measured, we are
measuring the object of relevant characteristics.

iii. In ranking the respondents are required to put their responses on a scale. (False)

iv. Ratios or differences between scale values are permissible in ration scale. (True)
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10.7 PHYSIOLOGICAL MEASURES OF ATTITUDE

The physiological scales allow the researcher to collect the data regarding the affective
component of attitude without the help of verbal questioning. As the verbal questioning may
lead to chances of wrong or fake responses thus physiological devices are used to collect the
data related with the attitude of people.

In this technique mechanical devices are used by the researcher use for measuring
physiological reaction of individuals. Devices such as pupilometer, eye tracking monitors,
psycho-galvanometer helps in measuring the attitude of respondents.

1. Eye tracking monitors measures the unconscious eye movements of the respondents.
The device measures the eye movements and focal points of the respondents which
depicts the interests and attitude of the respondents. For example a marketer is
interested in finding placement of various components in an advertisement so that he
can place important components accordingly he has to track the pattern of eye
movement of customers while watching a print advertisement.

2. Pupilometer helps the researcher in observing and recording the changes in the
diameter of eye pupils. The researcher records the respondents eye pupil size, an
increased pupil size reflects that the respondent is interested in the phenomenon and is
having positive attitude toward it and vice-versa.

3. Psycho-galvanometer is a device that measures the galvanic skin response of the
respondents, through this device the researcher measures body excitement that had
occurred as a result of some visual stimulus. The researcher while using the device
presumes that excitement increases the perspiration rate of the body, which increases
the electrical resistance of the respondent. The researchers normally use it to find out
the positive attitude and interest of respondent towards product packaging, price
offers, advertisement etc.

10.8ATTITUDE MEASURMENT SCALES

When a researcher is able to explore, measure, determine the intensity and combine attitudes
towards different aspects related to a product or service, the marketer can come up with an
indicator which reflects the overall attitude of consumers. For measuring the attitude and
interest of respondents towards various aspects of business, variety of attitude measurement
scales are used, following are the different attitude measurement scale used in research;
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1. Simple attitude scale

It is the simplest scale used for measurement of attitude, in this a respondent is required to
answer a single question or he/she have state his/her agreement or disagreement with the
statement. For example a respondent is asked to answer the following question;

Do you like or dislike McDonald BigMac Buger?
Like []
Dislike []

The simple rating scale helps in classifying respondents into one or two categories thus we
can say that the data is collected on a nominal scale. Thus the nominal attitudinal data
collected through simple rating scale limits the mathematical analysis used for analyzing the
data.

2. Category Scales

The researchers who work on attitude of customers generally believe that attitude cannot
really be measured in single word or agreement or disagreement, as attitude should always be
measured on a continuum. For the same category rating scale is developed. In this scale the
respondent are given more flexibility while rating, they have to choose their response from
the given categories. For example a respondent is asked to answer the following question;

How often you buy your grocery from Big Bazar?

Never ]
Rarely []
Sometimes [
Often ]
Very Often [ ]

The category scale allows the researcher to gather more information regarding the attitude of
the respondent. The respondents have more choices to put his attitude on a continuum
through which the researcher can measure the intensity of attitude.

3. Summated Rating Scale

The summated rating method was developed by Rensis Likert and thus is also known as
Likert Scale. It is a popular attitudinal scale used by the business researchers. The researcher
carefully constructs statements that are favorable or unfavorable to the object which can be a
product or service provided by the company. The respondents have to express their attitude
towards the given object from five or seven alternatives available to them on each of the
given statement. The alternatives generally are strongly agree, agree, neutral, disagree,
strongly disagree, the number of alternatives may range from three to nine. For example
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consider the following question; the respondents have to rate their attitude towards mileage of
the car;

One of the most important features the Indian customer is looking for while he is buying a car
is mileage.

Strongly Disagree Uncertain Agree Strongly
Disagree Agree
(1) ) ®3) (4) (%)

For measuring the attitude researcher assign scores to the alternative responses provided by
the respondents. Numerical scores are assigned to each response, then the total of the
obtained scores is calculated which represents respondent’s attitude. The score of an
individual respondent helps the researcher in identifying his/her favourable-unfavourable
attitude towards the studied issue. The obtained score provide an empirical evidence that can
be used for comparison with other respondents.

Example of a Summated Scale

A super market is interested in studying the customer attitude on various favorable and
unfavorable statements;

Customer Attitude toward a Super Market
Strongly Strongly

Disagree Disagree  Neutral  Agree Agree

1. Clerk’s at the store’s

check-out are friendly.

2. Checkout lines at the store

move slowly.

3. Prices are reasonable at the store

4. Store is filled with

variety of products

5. Store’s serving

hours are inconvenient

6. Stores layout is

confusing .

. ]
Unit 10 Attitude Measurement and Motivational Research Techniques Page 184 of 434



MS 110 Research Methodology Uttarakhand Open University

Scores are given to each point present on the scale. Least score is given to the least
favourable attitude (say 1), highest score is given to the most favourable attitude (say 5). In
the Likert scale every response is assigned a score and every statement is scored individually.
These values indicate the scoring pattern for mathematical analysis. The gathered scores are
then totalled by the researcher; this calculated score finally communicate respondent’s
favourableness toward the object. If there are 20 statements in an instrument, following score
values would show;

20 x 5 =100 Most Favourable Attitude
20 x 4 = 80 A Favourable attitude

20 x 3 =60 A neutral attitude

20 x 2 = 40 An unfavourable attitude
20 x 1 = 20 Most unfavourable attitude.

The scores of individuals will fall between 20-100. If the score is above 60, it shows
favourable attitude and a score below 60 would mean unfavourable attitude. The scores of
various respondents can be compared to find out the comparable attitude of individuals. A
person who ticks ‘strongly agree’ has the most positive attitude compared with all of the
others with different responses.

Steps in developing a Summated scale;

Q) Identify a huge bulk of favourable and unfavourable statements related to the
attitude toward an object are identified.

(i) A pilot survey is conducted on the gathered statements where a small group of
respondent state their responses on a five point or a seven point scale.

(ili)  The responses to various statements are scored on the basis of the score values
assigned by the researcher. Highest score is given to the most favourable attitude
and lowest score is given to unfavourable attitude.

(iv)  Then the acquired scores are added to come up with a single figure which shows
the positive or negative attitude of the respondent.

(V) Then the statements which constantly correlate with low favourability or with
high favourability with the total test are selected and the other statements that lack
clarity and elicit mixed response are discarded.

One of disadvantage of the scale is that a total score on the basis of which two respondents
attitude are compared are not really comparable as there exists many pattern of response that
can lead to a similar score. Thus an identical score may reflect different attitude as the
respondent may endorse a different combination of statements.

4. Semantic Differential Scale

This scale was developed by Charles E. Osgood, G.J. Suci and P.H. Tannenbaum in 1957. It
is a scale commonly used for comparing the image of companies, brands providing
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competitive products or services. This scale is applied for measuring the psychological
significance an individual assign to an object under study. The respondents have to respond
on a seven or a five point bipolar rating scale. The bipolar scale uses adjectives at the both the
ends such as ‘Good and Bad’, ‘Clean and Dirty’, ‘Courteous — Non-courteous’, of an object.

For example, the following are the Semantic Differential scale items for analyzing the
attitude of customers towards two banks; the customers are asked to mark their attitude

towards each bank on the below stated bipolar statements;

Service is
discourteous
Location is
inconvenient
Hours are
inconvenient
Loan interest

rates are high

Service is
courteous
Location is
convenient
Hours are
convenient
Loan interest

rates are low

The points on the scale can be numbered as 1, 2, 3,4,5,6,7 or -3, -2, -1, 0, 1,2,3, it completely
depends on the discretion of the researcher. After the responses are administered the scores
values are assigned to each statement. Then the mean value of all the responses received from
every single respondent is calculated and is charted in a pictorial form so as to facilitate

comparison.

Service is Service is
discourteous courteous
Location is Location is
inconvenient convenient
Hours are Hours are
inconvenient convenient

Loan interest
rates are high
Bank A

Loan interest

rates are low
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The above pictorial form shows that Bank B have more courteous staff as compared to Bank
A, Bank A location is more convenient as compared to Bank B, Bank B’s working hour are
more inconvenient as compared to Bank A, the loan rates of Bank B is high as compared to
Bank A.

Semantic Differential Scale is one of the efficient ways to collect the data related to an object
from a large number of respondents. The scale helps in collecting data in terms of the
direction as well as the magnitude. The overall response of all the respondents can easily help
in getting a comprehensive picture of the object under study. The results can be seen in both
comparative as well as absolute terms.

5. Stapel Scale

The stapel scale helps in measuring the intensity and the direction of an attitude at the same
time. The semantic differential scale measures the attitude on a bipolar adjective which might
sometimes be difficult to find out the intensity of a particular attribute. The stapel scale places
a single adjective in the center and then the respondent is asked to check the response from
+3 to -3 or +5 to — 5, the scale does not have a neutral point and is usually presented in a
vertical form. For example, a stapel scale for measuring the attitude of customers towards a
restaurant food quality and service quality

Restaurant
+5 +5
+ 4 +4
+ 3 +3
+ 2 +2
+1 +2

Food Quality Service Quality
-1 -1
- 2 -2
- 3 -3
- 4 -4
- 5 -5

The respondent describes his attitude in the form of a numerical response. If the respondent is
selecting a positive higher number it means that the respondent is having favorable attitude.

The advantage of the stapel scale is that it is easy to construct the scale and is also easier to
administer it.
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6. Constant-Sum Scale

In the constant sum rating scale the respondent have to allocate a steady (constant) sum of
units that is total of 100 points between various objects or brands. In this scale the
respondents have to divide a steady(constant) sum among the available attributes on the basis
of relative importance they give to these attributes. The respondents have to score the
attributes of a product or service towards which the attitude of respondents is being
measured. This scale allows the respondent to distribute the total of 100 among the features
of the specific brand or a product. The constant sum scale allows the respondents to assign
zero to the unimportant feature and also a double scores if that feature is considered twice as
important. One important aspect is that the total sum of all such points should always be 100.

For example the below table show the score assigned by the respondents when they are asked
to rate the importance of bathing soap attributes using a constant cum scale;

Attributes Soap of Segment | | Soap of Segment Il | Soap of Segment 111
Lather 8 2 4

Mildness 2 4 17

Shrinkage 3 9 4

Fragrance 53 17 9

Price 9 0 19

Packaging 7 5 9

Cleansing Power | 5 3 20

Moisturizing 13 60 15

Total Score 100 100 100

In the above table when the respondent gives 0 score to an attribute it means that attribute
does not have any importance to him, and the score of 60 shows that the most important
attribute for the respondent is moisturizing while considering the segment Il soap. Constant
sum scale is extensively employed for allocating importance to various attributes of the
product based on the customers' attitude.

7. Thurstone’s equal-appearing scale

Louis Thurstone in 1927 developed the equal-appearing interval scale using consensus scale
approach. In the scale the items are selected by the panel of judges, these judges evaluate the
items on the basis of their relevance with the topic and then they assign values to attitudinal
statements. Later the respondents are asked to respond to the attitudinal statements.

Initially the researcher who is an expert in the field of study collects huge number of
statements that express the composite attitude of the respondents towards an object. Then a
panel of judge is selected; each of whom arranges these statements in eleven piles. These
statements are piled in manner that these range from one extreme to another. In the first pile
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are the statements those are considered most unfavorable, in the second pile are the
statements which are considered as next most unfavorable and so on. In the eleventh pile the
most favorable statements are included. Final statements are selected on the basis of the
evenly spread median values from one extreme to another.

Then the respondents are asked to select the statements with which they agree in the scale.
The attitude towards an object under study is measured by calculating the median value of the
responses on the statements. The Thurstone method is reliable method for measuring single
attitude. This scale is not frequently used by business researcher as it requires a lot of efforts
and cost to develop the scale. One of the limitation of the scale is that it is affected by the bias
of the judges who develop the scale.

8. Guttman Scales

Guttman’s scale also known as cumulative scale includes a series of statement. The
respondents are asked to expresses their agreement or disagreement on those statements. The
scale is comprised of related statements. The responses received forms a cumulative series.

Assume that researcher is conducting an opinion survey regarding a new style of sports
shoes; the researcher developed a scale of four items;

1. The Nike shoes are very comfortable

2. 1 will again buy Nike shoes next time because it is very comfortable.
3. The comfort of Nike shoes is very acceptable to me.

4. | prefer the Nike shoes comfort to other shoes.

The respondent indicates whether they agree or disagree. These statement forms a uni-
dimensional scale. An individual respondent, who replies in favor for item No. 4, will also
reply in favor for item No. 3, 2 and 1 and so on.

When the respondents answer favorably to all the items, he/she will have a positive attitude
and his/her cumulative score would be high, and his/her attitude is negative when he/she
answer unfavorably to all the items. The score of the respondents’ is calculated by totaling
the points of the statements answered by him/her favorably that is the cumulative score.

We have discussed number of different attitude measurement techniques through which the
researcher can measure attitude. Every technique has some strength and some weaknesses.
Any technique can be used for attitude measurement, but for different purpose different
technique is chosen by the researcher. Generally scales like Thurstone's scale, Semantic
differential scale are used for preliminary investigation. For the purpose of item analysis
Likert scale is appropriate, for measuring the importance of attributes constant sum scale will
be appropriate and so on. The researchers choose the scale depending on his/her skills.
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10.9 MOTIVATION RESEARCH TECHNIQUES

Motivational research is conducted with the objective of identifying and understanding the
hidden motives that influence consumer behaviour. These are the researches undertaken with
the purpose of identifying social, cultural, and other environmental forces that consciously or
unconsciously influence the consumers’ behaviour. Learning about these overt and covert
motives of customers helps the marketer in better understanding their target audience and
finding out ways to influence them and motivate them for buying the products and services
offered by the companies.

The motivational research provides valuable information regarding underlying motives that
influence the consumers’ behavior. For example a motivational research may be conducted to
find out why do women tend to spend more on cosmetics and clothing as they approach the
45- 55 age group? There might be several reasons for the same such as fear of losing their
husbands' love as they consider themselves as less beautiful than before. One of reasons
could be having more disposable income as the children are leaving the family for their
career, or any other motives which are affecting their purchase behaviour. There are various
techniques that can be used by the marketer for studying motivation among consumers, in the
following paragraph various motivational research techniques are stated.

Major Motivational Researchers Techniques

Major motivational research techniques that marketing researchers regularly uses for
conducting research studies are observation, focus groups, and depth interviews.

1. Observation

Observation method can be used to collect information related to various kinds of research
such as knowing the purchase motives, purchase intentions, purchase behaviour, real time
buying preferences etc. of a consumer that s/he express. This technique was developed by
anthropologists who used to live with the natives of a particular place to understand their
behaviour. The similar approach is used by the marketing researchers for understanding the
consumer behaviour.

The observation also helps in gathering the data that normally the customer might not state
correctly in person or hesitate is expressing. The process of observation can be conducted
directly by the observer or it could also be done with the help of video recording. Generally,
video cameras are less invasive than an in-person observation but finding out an appropriate
place for capturing the representative population is a difficult task. But, observation does not
always answer all the questions. So other techniques should be applied simultaneously.
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The Focus Group

Focus group research is a research that involves a group interview of approximately six to
twelve people who are brought together at a place for a discussion on the topic of interest.
The discussion is held in the presence of an experienced and trained moderator, who is
responsible for guiding the discussion. Participants express their experiences and ideas in
great detail on the topic of discussion so as to create a complete understanding of the topic of
discussion or the problem situation. The focus group interviews ensure collection of high
quality data from an honest and guided discussion held among the participants for around one
and a half hour to two hours.

Here the participants interact with each other and explore and state in-depth information on
perceptions, insights, attitudes, experiences, or beliefs on topics such as nutrition, mental
health, rise in population, political issue etc. The moderator plays an important role in
obtaining good and accurate information from the focus groups.

The Depth Interview

One-to-one, personal interview conducted directly by the marketing researcher is one of the
most important factors for motivational research. Depth interview is a lengthy process in
which the respondent thoroughly expresses his/her feelings and thoughts without fear of
discomfort or rejection. The researcher creates an environment of trust, and understanding so
that the respondent can convey his feeling and his opinions on the subject matter.

The motivational researcher during the depth interview can either use nondirective
interviewing technique in which the researcher does not ask direct question to the
respondents, the objective is to let the respondent talk freely. Another technique can be
projective techniques in which the respondents are either asked to tell a story, or to draw a
picture/drawing, or to complete a sentence, or to associate words with a stimulus so as to find
out association of various aspects under study.

The major idea of conducting motivational research is to collect the information regarding
dimensions of business environment, such as the competitive environment and the
competitors, perception of customer towards the brand, brand image among customers,
comparative market share of the company and the competitors, the role of advertising, trends
in the marketplace etc. Business researcher interprets the research results and identifies
consumer motives, perception, attitude, competitive status of competitors etc. that help the
marketers in earning profits.
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Y Check Your Progress-B

Q1. Write a short note on Likert scale.

Q5. State true or false

a) In constant sum scaling, if an attribute is having double the importance as compared
to some other attribute it receives twice as many points.

b) The Likert scale is a balanced rating scale with an odd number of categories and a
neutral point.

c) The stapel scale is usually presented horizontally.

d) A total score can be calculated for each respondent by summing across his score for
all the items.
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10.10 SUMMARY

In this unit you learnt about attitude measurement and motivational research a technique that
is important in behavioural research. Here, you learnt about the methods used to measure
attitude such as ranking, rating, sorting, and choice techniques. As the research is empirical in
nature it means that it is based on hard facts and figures, thus for the purpose of making the
research more reliable, numbers are assigned to the variables in research. The attitude
measurement is rigorously used in business setting where the customer attitude measurement
serves as the base for designing the products and services according to their requirements. In
this unit, you learn methods of collection of statistical data.
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_ EE‘ 10.11 GLOSSARY

Attitude Measurement- It is process of measuring the attitude with the help of a survey
conducted with the purpose collecting the data related to the attitude of specific
population towards an object or an issue.

Scale — It is a measurement tool used to measure the data collected for the research so
that data could be analyzed and results can be obtained.

Ordinal Scale — it is scale used for measuring ordinal data, the data which placed the data
in ascending and descending order.

Attitude scales - Attitude scales is an attitude measurement scale used to score
individuals attitude on a continuum to find out the dimension and intensity of attitude
towards an object or issue.

Motivational Research — it is a research conducted by the marketing researcher to find
out the overt and covert motives behind consumer behaviour.

) 10.12 ANSWERS TO CHECK YOUR PROGRESS

Check Your Progress —B

Fill in the Blanks

a) (True)
b) (True)
c) (False)
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.I TERMINAL QUESTIONS

Q1. Suppose Indigo Airways wants to ascertain the image it has in the mind of
customers. Construct a seven item Likert scale to measure the perceived image of
customers towards the airlines.

Q2. Develop a semantic differential scale to measure the image of two coffee joint —
Barista and Café Coffee day.

Q3. Develop a Semantic Differential Scale to measure the difference among the
perception of restaurant customer towards the concept of home delivery.

Q4. A researcher is interested in comparing two hotels on the following attributes:
convenience of location, friendly personnel, and value of money;

a. Design a Likert scale to accomplish this task.
b. Design a semantic differential to accomplish this task
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UNIT 11 SURVEY RESEARCH- SCALING

TECHNIQUES

11.1 Introduction

11.2 Objectives

11.3 Concept of Measurement

11.4 Types of Measurement

11.5 Measuring Scale Types

11.6 An Introduction about Scaling Techniques
11.7 An Overview about Scaling

11.8 Statistical Analysis

11.9 Likert Scale

11.10 Thurstone Scale

11.11 Test Retest Reliability

11.12 Sensitivity of Scales

11.13 Summary

11.14 Glossary

11.15 Answer to Check Your Progress
11.16 References

11.17 Suggested Readings

11.18 Terminal & Model Questions

11.1 INTRODUCTION

The numbers convey information about the property being measured. In this way we are able
to quantify the qualitative aspects of the attributes of a variable. When numbers are used, the
researcher must have a rule for assigning a number to an observation in a way that provides
an accurate description. It is to be noted here that what we measure in research is not the

object rather the characteristics of that object.

The basic question arises, how to measure? In order to measure the attributes of a variable we
need suitable scale. The scales are created specifically in business research for measurement.
The process of creation of scale for measurement is called scaling. Scale is a device providing
a range of values that correspond to different values in a concept being measured.
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Correspondence rules indicate the way that a certain value on a scale corresponds to some
true value of a concept.

Measurement can also be illustrated by thinking about the way instructors assign students’
grades. A grade represents a student’s performance in a class. Students with higher
performance should receive a different grade than do students with lower performance.

As stated earlier, to make the measurement process effective, the relationships existing
among the objects or events in the empirical system should directly correspond to the rules of
the number system. However, the definition of measurement imposes certain restrictions on
the type of numerical manipulations admissible. The further sections of this unit explain the
types and methods of measurements.

11.2 OBJECTIVES

After reading this unit students would be able to:

e To understand the concept of Measurement in research
e To understand the types of measurement scales
e To understand the process of development of scale

e To understand the criteria for a good measurement scale

11.3 CONCEPT OF MEASUREMENT

Measurement is the task of numerals to represent the magnitude of an attribute of a
phenomenon.

Measurement is conveying of numbers to phenomena in a systematic way as a means of
representing attributes of the phenomena.

Phenomenon: A thing or an event of interest namely, a table, a performance, an exam, a
football team.

Attribute: A characteristic or a quality of the phenomenon to be measured; namely length,
quality, correct answers.

Magnitude: The extent to which the phenomenon has the attribute; namely, 5 feet long,
excellent, 80%.

Numerals: The measure must produce a numerical result.

Direct results: Often we cannot directly measure the attribute of interest; we need to find the
substitute

Indirect measures: Consider the questions. How tolerant of ambiguity are students? What is
the phenomenon?
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What is the attribute?
Can we measure the attribute directly?

Attitude scales.

11.4 TYPES OF MEASUREMENT

The following are two types of measurements:

1. Vectors (have a magnitude/amount and a direction)-e.g.-velocity, weight etc.

2. Scalars (have a magnitude but no direction)-e.g.-speed, mass etc.

11.5 MEASURING SCALE AND TYPES

Scaling is a technique of changing attitude (qualitative elements) to a variable (quantitative
element)

This can be classified into any of the above measures.

As far as measurement of scales are concerned they can be understood by the following
manner

1. Nominal scale or Categorical scale
2. Ordinal scale or Ranking scale
3. Interval scale

4. Ratio scale

Brief description of different types of scales

1. Nominal scale or Categorical scale: In nominal measurement, the numerical values
simply name the attribute uniquely. No ordering of cases is implied. For example, Sachin
Tendulkar with jersey number 9is not more than a player Raina with number 3.

This scale classifies individuals into two or more categories, the members of which differ
with respect to the specific characteristic. However the categories have no rank order, e.g.,
Hindus and non-Hindus, males and females and the like. The normal scale is often called a
classificatory scale.

The rules of assigning numerals (numbers) in nominal measurement are simple. More
examples are:

(@) All males will be assigned the same numeral 1 and all females will be assigned numeral 2.
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(b) All illiterate will be assigned numeral 1, all less educated (primary and middle pass)
numeral 2, all moderately educated (secondary and higher education) numeral 3 and all
highly educated (graduated and post graduates) numeral 4.

Here numbers have therefore o meaning. They cannot be ranked; they cannot be added. It is
therefore said by some experts that this (nominal is not measurement).they therefore talk of
only three types (and not four types) of measurement. However since the members of the
labeled sets can be counted and compared, it indicates that nominal measurement is
measurement.

2. Ordinal scale or Ranking scale: In ordinal measurement, the attributes can be rank —
ordered. Here distances between attributes do not have any meaning. For example, on a
survey of 10 MBA students, we find age less than 20 is 1, less than 22 is 2, less than 25 is 3
and less than 27 is 4. In this measure higher numbers means more age. Is distance between 0
to 20 same as 3 to 4? It is of course not. The interval between values is not interpretable in an
ordinal measure.

More precisely, we can say that this scale ranks individuals along the continuum of the
characteristic being scaled, say, from highest to lowest, greatest to least, first to last, and so
on.

For more examples

Asking a young girl to rate three boys P,Q, AND R on their suitability (as bad, good, better,
best, and undecided)as her would be husband on scale of 1 to 10(by circling one number).

P-1, 2,3,4,5,6,7,8,9,10
Q-1,2,3,4,5,6,7,8,9,10
R-1, 2,3,4,5,6,7,8,9,10

Suppose the girl is to rate the suitability of boy as her marriage partner on the basis of five
different criteria, viz, physical attractiveness ,education, occupation, income ,and number of
unmarried and married brothers and sisters .she will give different rates on scales to these
series of the questions. By summing up all the five scores, the final score will be measured.
This type of scale is called a summated rating scale.

Similarly in another study, suppose all the given questions require answer as agree(1) or
disagree(0)a person who agrees with all the questions make a maximum score on the scale
and the person who disagree with all the questions makes a score of zero(0)

The ordinal scale thus provides a rank order of categories and arranges objects according to
their magnitude in an ordered relationship. However, it does not describe the distance or
interval between the elements /individuals. For example, there are three students; one having
secured 46 percent marks. The ordinal scale will only describe first student as third
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divisioner, second student as second divisioner and third student as first divisioner, but it will
not give the difference in the marks of these three students.

In business research, the ordinal scale asks respondent to rate the commodity /product as
excellent, good, fair or poor. We know that ‘excellent’ is higher than ‘good ’but we do not
know by how much. Ordinal scales are sometimes referred to as ranking scales or rank order
scales.

It is to be noted that it is not quantities or amounts that are added or subtracted, but it is
intervals or 1distances.

4. Ratio scale- In ratio measurement, there is always a meaningful absolute zero. It has
always the fixed starting point. By the help of this scale mathematical operation can be
performed. Height, age, income weight etc are the examples of the ratio scales.

In research most count variables are ratio, for example, the number of clients in the first one
year. There must not be zero clients and because it is meaningful to say, there are twice as
many clients in the past one year as in the previous one year.

This is the scale which has no absolute zero point of origin and which explains proportion of
one value to another. For other examples, the ratio of female crime to male crime is 1:20, i.e,
for every five female criminals, there are 100 male criminals. The ratio of salary of newly
appointed lecturer and professor is 1:1.5, i.e., when a lecturer gets Rs.30000 per month, a
professor gets Rs 40000.

Ratio scales are sometimes referred to as absolute scales.

Practical consideration in use of scales:

What type of scales is used in Behavioral research? Mostly nominal and ordinal scale is used
in social sciences and business research. Whatever variables are involved (male-female,
married-single, old young, and so on), measurement is nominal. Or whenever variables are
converted to attributes (high-low, great-small), we have ordinal measurement. But
intelligence, aptitude, and personality test scores are basically ordinal. They indicate not the
amount of intelligence and personality test of individuals but rather the rank order positions
of the individuals.

11.6 AN INTRODUCTION ABOUT SCALING TECHNIQUES

This section continues our discussion of how scales are developed and how some of the more
common scaling techniques and models can be used. It focuses on broad concepts of attitude
scaling—the study of scaling for the measurement of managerial and consumer or buyer
perception, preference, and motivation. All attitude (and other psychological) measurement
procedures are concerned with people i.e consumers, purchasing agents, marketing managers,
or whomever respond to certain stimuli according to specified sets of instructions. The
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stimuli may be alternative products or services, advertising copy themes, package designs,
brand names, sales presentations, and so on. The response may involve which copy theme is
more pleasing than another, which package design is more appealing than another, what do
each of the brand names mean, which adjectives best describe each salesperson, and so on.
Scaling procedures can be classified in terms of the measurement properties of the final scale
(nominal, ordinal, interval, or ratio), the task that the subject is asked to perform, or in still
other ways, such as whether the emphasis is to be placed on subject, stimuli, or both.

A well-designed research problem constitutes a well- designed measurement process. The
process of measurement is a fundamental aspect of any research. This is the step where you
actually try to find out the reality by measuring it. Decision makers are more interested as the
steps prior to this step are purely descriptive, and, this is the step where actual quantification
happens. The measures should be devoid of measurement errors. There may be disastrous
situations where the marketer may be confused with the findings of the data. If he is well
aware of the confounding results, then he may discard the findings that emerge from the data
analysis. This requires lot of wisdom and knowledge in identifying if the data that resulted
from the measurement is consistent, unambiguous etc., but unfortunately, marketers may not
be interested in knowing or rather would not know the type of scales used to measure the
aspects involved in the marketing problem. Any decision made based on the findings would
lot of negative implications on the organisation. Hence, it is very imperative that the
researcher is wise enough to develop measurement scales that capture the right property with
appropriately.

The scaling techniques employed in research could be broadly classified into comparative
and non-comparative scale. Comparative scales as its name indicate derive their name from
the fact that all ratings are comparisons involving relative judgements. It involves direct
comparison of stimulus objects. It contains only ordinal or rank order properties. It is also
otherwise called non-metric scales in that it does not allow any numerical operations on it
against all that could be applied on interval and ratio scales. Comparative scales involve the
direct comparison of stimulus objects.

11.7 AN OVERVIEW ABOUT SCALING

Scaling is a process of creating a continuum on which the characteristics of measured objects
are located. Researchers measure concepts through a process known as operationalization.
This process involves identifying scales that correspond to variance in the concept. Scales
provide a range of values that correspond to different values in the concept being measured.
In other words, scales provide correspondence rules. For example, a scaling technique might
involve estimating individuals' levels of extraversion, or the perceived quality of products.
Certain methods of scaling permit estimation of magnitudes on a continuum, while other
methods provide only for relative ordering of the entities.

The steps which are to be followed for developing the scale are:
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1. Definition of the concept or concepts to be measured,;
2. Identification of the components of the concept;

3. Specification of a sample of observable and measurable items (indicators or proxy
variables) that represent the components of the concept;

4. Selection of the appropriate scales to measure the concept;

5. Combination of the items into a composite scale, referred to as an instrument, which
in turn serves as a means of measuring the concept.

6. Administer the instrument to a sample and assess respondent understanding
7. Assess reliability and validity.

8. Revise instrument as needed.

Scaling Techniques

Ll

Comparative Non-comparative
Scales Scales
Paired Rank || Constant Q-Sort chn-'i”é"]‘:s ftemized
Comparison | | Order || Sum dling Scales | | Rating Scales

Likert | | Semantic | [ Stapel
Differential

Fig 11.1 Scaling Techniques

11.8 STATISTICAL ANALYSIS OF SCALES

This type of scale used in research will determine the form of the statistical analysis .for
example, mean can be calculated only if the scale is of an interval or ratio type but not in
nominal or ordinal scales.
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Appropriate descriptive statistics for different types of scales:

Type of scale

Nominal

Ordinal

Interval or ratio

Range

no. of categories

(Male/ female; illiterate/less educated

No. of scalar positions
High/moderate/low/
Heavy/average/light

top score minus bottom score

Central tendency

mode

/moderately educated/ highly educated.)

median

mean

For nominal scale, the most sophisticated form of statistical analysis is counting .the numbers
are used merely for classification purposes; they have no quantitative ,meaning .The
researcher only counts the frequency in each category and describes which category contains
the highest number .Calculating ‘mode’, therefore, is more appropriate for nominal scale.

Example:

Fast - - -

Fast - - -
3 2 1

Here

3 intensifies extremely
2 intensifies quite
1 intensifies slightly

0 intensifies neutral

Slow (Only direction)

Slow (Direction and intensity)

The concept profile uses EPA (Evaluation, potency and activity) dimensions for variability

and reliability.

Evaluation uses adjectives like good-bad, nice-awful, sweet-sour, helpful-unhelpful etc.
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Potency uses adjectives like powerful-powerless, big little, strong-weak, deep-shallow etc.

Semantic scale
e | | | T
Extramely Quite Slightly Neither Slightly Quite Extremsly
Semantic Ditterential Scale
important | \ . unimportant
BXPENSVE inexpensive
*f ; t i i i e
usaful uselass
strong | | . | weak
QLIiCJ( ] l 3 ] ] ] slow

Fig 11.2 Semantic Scale

Activity uses adjectives like fast- slow, alive- dead, noisy-quite, young-old etc. This is very
simple and economical tool for market research.

Mathematical and Statistical Analysis on the data of different Scales

SINo | Scales Basic Examples Permitted Statistics
Characteristics Descriptive | Inferential

1 Nominal Numbers identify | Types of | Percentage, Chi  Square,
and classify | store, Yes or | Mode Binomial test
objects no choice,

gender

2 Ordinal Numbers indicates | Preference Percentile, Rank  Order,
the relative | ranking, Median Correlation,
positions of the | Quality ANOVA
objects but not the | Ranking
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magnitude of
difference between
them

3 Interval Difference Attitude, Range, Mean, | Moment,
between  objects | Opinions, Standard Correlation, t-
can be compared; | Index Deviation test, ANOVA,
Zero  point  is | Numbers regression and
arbitrary factor analysis

4 Ratio Zero  Point  is | Age, Income, | Geometric Coefficient of
fixed; ratios of | Costs, Sales, | Mean, variation
scale values can be | Market harmonic
computed Shares mean

11.9 LIKERT SCALE

Likert scale is a multi-point (generally 5- 7) psychometric rating scale. It is also called a
summative scale. The likert items are given specific counts on the basis of the level of
agreement or disagreement on the statement. The five point likert scale is as follows:

Strongly Agree nor Neither agree Disagree
Strongly disagree
Agree disagree
Very interested Somewhat Neutral Not very Not at all
Interested interested interested
5 4 3 1
Very like me Somewhat Neutral Not Very like Not at all
like
Like me Me
Me
5 4 3 2 1
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Very happy Somewhat happy Neutral Not very happy Not at all
happy
5 4 3 2 1
Very always Sometimes Every once in Rarely Never
happy
A while
5 4 3 2 1

11.10 THURSTON SCALE

Thurston scale is an 11-point attitude scale used to measure the favorability or unfavorability
of an issue in question e.g. Attitude towards drop among college students. A group of experts
are asked to rate a collection of statement ranging from 1-11.1 is assigned for the statement if
the expert feel the statement is extremely favorable to an issue and 11 is assigned if the expert
feel the statement is extremely unfavorable to given issue. The weights given to each
statement is the average of all the numbers assigned to the statement by each judge.

4 |Check Your Progress-A

Choose the correct alternative

1. Which of the following orders of scale represents increasing complexity?
a) Ordinal, Nominal, Interval, Ratio
b) Nominal, Ordinal, Interval, Ratio
¢) Interval, Nominal, Ordinal, Ratio
d) Ratio, Ordinal, Interval, Nominal

2. Which of the following is/are the measurable concept in business research?
a) Satisfaction level
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b) Attitude
c) Both
d) None of these

3. All psychological variables like attitude, belief, satisfaction levels are?
a) Unipolar
b) Bipolar
c) Neutral
d) None of These

11.11 TEST —RETEST RELIABILITY

This means administrating the same scale or measure to the same respondent at two separate
times to test for stability. If the measures stable over time, the reported test administered
under conditions similar to the first should obtain similar results. For instance, in the above
mentioned example of doctor’s commitment in a given hospital, in first test 75 percent
doctors are found committed and 25 percent non- committed. In nominal terms, this means
that there are two types of doctors; committed. In ordinal terms, the number of committed
doctors is high and of non-committed doctors is low. In interval terms, the number of
committed doctors is three times higher than non-committed doctors is 3:1.With same
questions asked from same doctors is found only 60 percent. As such, the researchers should
know that his measures are not reliable.

There are some limitations in the test-retest reliability. One, the first measures may so
sensitize the respondent to their participation in the research that it may influence the results
of the second measure. At the retest, respondents may remember their first answers and
deliberately give the same answer, even when they may want to change their answer. Two,
the respondents may think afresh on the questions between the two measures is very long,
some changes might take place in the situation which may affect the responses. Thus, low or
moderate correlation between the two tests may be explained in terms of change over time
rather than a lack of reliability. In these circumstances, the test and retest scores are not
exactly comparable.

Internal Consistency Reliability
This refers to asking similar questions or presenting same scale items.
Split-Half Reliability

According to this, response to the items of an instrument is divided and the scores correlated.
The degree of correlation indicates the degree of reliability of measurement. The test could
alternatively be divided into more parts-thirds, quarters, etc, provided all the items are
comparable. The correlation is then corrected to give stepped-up reliability of the whole test.
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Equivalent from Reliability

It is utilized when two alternative instrument are designed to be as equivalent as possible.
Each of the two measurement scales is administered to the same group of subjects. If there is
high correlation between the two forms, the researcher assumes that the scale is reliable.

e Non-complainant type

e Non-sociability

By assigning one mark to each of the 12 indicators, we can find out the high average,
and low degrees of social and emotional adjustment. Getting 8-9 marks in each type
of adjustment will be assumed to have high level of social adjustment; one getting 12
marks will be taken as having low level of adjustment and only 5-6 marks as having
average level of adjustment

11.12 SENSITIVITY

A dichotomous response category such as ‘agree or disagree’ does not reflect attitude
changes. A more sensitive measure with numerous items on the scale may be needed. For
example, 5 points scale (strongly agree, neither agree nor disagree, disagree and strongly
disagree) increases a scale’s sensitivity. By assigning ‘zero’ (0) to third type of answer (i.e.
neither agree nor disagree) and +2 to strongly agree, +1 to agree,-1 to disagree and -2 to
strongly disagree, we can calculate the plus and minus marks achieved and thus measures the
attitude.

With numerous items on the scale may be needed. For example, 5 point scale (strongly
agrees, agree, neither agree, nor agree, disagree and strongly disagree) increases a scale
sensitivity. By assuming’ zero’ to third type answer (neither agree nor disagree) and +2 to
strongly agree,

+1 to agree, -1 to disagree and -2 to strongly disagree; we can calculate the plus and minus
marks achieved and thus measure the attitude.

11.13 SUMMARY

In this unit we have learned the concept of measurement and scaling. It is important to
understand that measurement is assigning numerical values to variables or psychological
constructs to quantify the decisions. Various levels of measurement scales are nominal,
ordinal, ratio and interval. Some standard measurement scales are developed like Likert scale,
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Thurston scale, Semantic differential etc. In next unit there is an attempt to discuss about
sampling and sampling distribution.

< 1
O
| -°

_ 55‘ 11.14 GLOSSARY

Measurement: A process of assigning numbers to a concept of variable in scientific way.

Construct: An operationally defined concept to be measured.
Variables: Any construct which varies in research design.

Scaling: Scaling is a process of creating a continuum on which the characteristics of
measured objects are located.

Validity: A measure of good scale to ensure “measures what is intended to measure”.

1 | 11.15 KEY TO CHECK YOUR PROGRESS

1) @
2) (a)
3) (b)
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? 11.18TERMINAL QUESTIONS

QL. Discuss the concept of measurement.

Q2.Illustrate the various types of measuring scales.
Q3. Explain the construction of Likert scale for measuring the consumption pattern of
cornflakes.

Q4. Explain the aspect of a good measurement.

Q5. What is cumulative scale? Identify the steps in construction of the scale.
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UNIT 12 SAMPLING AND SAMPLING
DISTRIBUTION

12.1 Introduction

12.2 Objectives

12.3 Fundamental aspect of Sampling

12.4 Ideal Methods for Executing the Sampling

12.5 Fundamental Meaning of Sampling Distribution
12.6 Sampling Distribution of a Statistic

12.7 Relevance of Associated Laws in Sampling Distribution
12.8 Definition of Sampling Unit

12.9 Quialities of a Good Unit

12.10 Quialities of a Usable Source List

12.11 Characteristics of a Good Sample Design

12.12 Types of Sampling Techniques

12.13 Summary

12.14 Glossary

12.15 Answer to Check Your Progress

12.16 References

12.17 Suggested Readings

12.18 Terminal & Model Questions

12.1 INTRODUCTION

By making the comprehensive study of this unit learners shall be able to know about sampling
types and errors. Further they may be able to understand about error is biased or unbiased.
That error is relative or absolute in nature. How any error can occur through manipulation? In
order to minimize the error and better inferences what should be the sample size? All these

aspects are discussed in this unit briefly.
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12.2 OBJECTIVES

After reading this unit students would be able:
e To understand the fundamental aspect of sampling
e To enhance the understanding of sampling and sampling distribution
e To know about the probability and non- probability sampling designs

e To know about the good characteristics of the sampling design

12.3 FUNDAMENTAL ASPECT OF SAMPLING

Before you make a detailed study the all aspects of sampling, you should understand
some basic concepts related to them, which are as follows:

Universe or Study population: In statistics, universe or study population means an
aggregate of items about which you obtain information. A universe or study
population means the entire field under investigation about which knowledge is
sought. For example, if you want to collect information about the average monthly
expenditure of all the 2,000 students of a college, then the entire kinds (i) Finite and
(ii) Infinite. In a finite population, number of items is definite such as, number of
students or teachers in a college. On the other hand, an infinite population has infinite
number of items e.g., number of stars in the sky, number of water drops in an ocean,
number of leaves on a tree or number of hairs on the head.

Sample: A small part of population is called sample. In other words, selected or
sorted units from a population are known as sample. In fact, a sample is that part of
the population which you select for the purpose of investigation. For example, if an
investigator selects 200 students from 2000 students of a college who represent all of
them, then these 200 students will be termed as a sample. Thus, sample means some
units selected out of a population which represent it.

12.4 IDEAL METHODS FOR EXECUTING THE SAMPLING

There are two statistical methods to execute for sampling. An effort has been made to
describe them along with their merits and demerits. A detailed discussion is given
below:

12.4.1CENSUS METHOD
Census method is that method in which information or data is collected from each and
every unit of the population relating to the problem under investigation and
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conclusions are drawn on their basis. This method is also called as Complete
Enumeration Method. For example, some information (like Monthly Expenditure,
Average Height, Average Weight, etc.) is to be collected regarding 2000 students of a
college. For that purpose, if you collect data by inquiring each and every student of
the college then this method will be called as census method. In this example, the
whole college i.e., all 2000 students will be considered as a population and every
student as an individual will be called the unit of the population. Population in India is
conducted after every ten years by using census method.

Merits of Census Method

Q) Reliable and Accurate Data: Data obtained by census method have more
reliability and accuracy because in this method data are collected by
contacting each and every unit of the universe.

(i)  Extensive Information: This method gives detailed information about each
unit of the universe. For example, Indian population census does not only
provide the knowledge about the number of persons but also information
about their age, occupation, income, education, marital status, etc.

(ifi)  Suitability: This method is more suitable for the population with limited
scope and diverse characteristics. Use of this method is also appropriate where
intensive study is desired.

Demerits of Census Method

Q) More Expensive: Census method is an expensive one. More money is needed
for it as information is collected from each unit of the population. This is why
this method is used by Government mostly for very important issues like
Census, etc.

(i)  Time consuming: This method involves much time for data collection
because data are collected from each and every unit of the population. This
results in delay in making statistical inferences.

(iti))  More Labour: This method of data collection also involves very much
labour. For this the enumerators in a large number are required.

(iv)  Not Suitable for Specific Problems: This method is not suitable relating to
certain specific problem and infinite population. For example, if the
population is infinite or items of the population are perishable or very complex
in nature, then the census method is not suitable.

12.44ASAMPLING METHOD
Sampling method is that method in which data is collected from the sample of items
selected from population and conclusions are drawn from them. For example, if a
study is to be made regarding monthly expenditure of 2000 students of a college, then
instead of collecting information from each students of the college, if you collect
information by selecting some students like 100, then this will be called Sampling
Method. On the basis of sampling method, it is possible to study the monthly
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expenditure of all the students of the college. Sampling method has three main stages
(i) to select a sample (ii) to collect information from it and (iii) to make inferences
regarding the population.

Merits of Sampling Method

(i)

(ii)
(iii)
(iv)

(v)

(vi)
(vii)

Less Expensive: Sampling method is less expensive. It saves money and
labour because only a few units of the population are studied.

Time Saving: In sampling method, data can be collected more quickly as
these are obtained from some items of the universe. Thus much time is saved.
Intensive Study: As numbers of items are less in sampling method, they can
be intensively studied.

Organizational Convenience: In this method, research work can be
organized and executed more conveniently. More skilled and competent
investigators can be appointed.

More Reliable Results: If sample is selected in such a manner as it represents
totally the universe, then the results derived from it will be more accurate and
reliable.

More Scientific: Sampling method is more scientific because data can be
inquired with other samples.

Only Method: In some fields where inquiry by census method is impossible,
then in such situation sampling method alone is more appropriate. If the
population is infinite or too widespread or of perishable nature, then only
sampling method is used in such cases.

Demerits of Sampling Method

(i)

(ii)
(iii)
(iv)
(V)

Less Accurate: Sampling method has less accuracy because rather than
making inquiry about each unit of the universe, partial inquiry relating to some
selected units only is made.

Wrong Conclusions: If method of selecting a sample is not unbiased or
proper caution has not been taken, then results are definitely misleading.

Less Reliable: Compared to census method, there is more likelihood of the
bias of the investigator, which makes the results less reliable.

Need of Specified Knowledge: This is a complex method as specialized
knowledge is required to select a sample.

Lack of Suitability: The sampling method is not suitable in case of
heterogeneity among the units of a population.

12.4.3DIFFERENCE BETWEEN CENSUS AND SAMPLE METHOD
The main differences between the census method and the sampling method are as
follows:

(i)

Scope: In census method, all items relating to a universe are investigated
whereas in sampling method only a few items are inquired.
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(i) Cost: Census method is expensive from the point of view of time, money and
labour whereas sampling method economizes on them.

(iii) Field of Investigation: Census method issued in investigation with limited
field whereas sampling method is used for investigations with large field.

(iv)  Homogeneity: Census method is useful where units of the population are
heterogeneous whereas sampling method proves more useful where population
units are homogenous.

(V) Type of Universe: In such fields where study of each and every unit of the
universe is necessary, census method is more appropriate. On the contrary,
when population is infinite or vast or liable to be destroyed as a result of
complete enumeration, then sampling method is considered to be more
appropriate.

125 FUNDAMENTAL  MEANING OF  SAMPLING
DISTRIBUTION

To enhance the clarity an effort has been made to explain the fundamental meaning
of sampling distribution. It can be meaningful by knowing the following terms:
Sampling Distribution: The purpose of selecting and studying a sample from the
population is to estimate or make inference about some population characteristics. In
this process, the knowledge of the sampling distribution is of vital importance.

Parameter (s): Any statistical measures computed from the population data is known
as parameter. Thus, population mean, population standard deviation, population
variance, population proportion, etc., are all parameters; parameters are denoted by
the Greek letter such as u, o, o%and P, respectively.

Statistic (s): Any statistical measure computed from sample data is known as statistic.
Thus, sample mean, sample standard deviation, sample variance, sample proportion,
etc., are all statistics; statistics are denoted by Roman letters such as %, s, s> and p,
respectively.

Sampling with and without replacement: Sample is a procedure of selecting a
sample from the population. Sampling may be done with or without replacement.
Sampling where each unit of a population may be chosen more than once is called
sampling with replacement. If each unit cannot be chosen more than once, it is called
sampling without replacement. In case of sampling with replacement, the total
number of possible samples each of size n drawn from a population of size N is N".
but if the sampling is without replacement, the total number of possible samples will
be NC, = m (say).
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or in the study population is called the sampling frame. If all elements in a sampling
population cannot be individually identified, you cannot have a sampling frame for
that study population.

Your findings based on the information obtained from your respondents (sample) are
called sample statistics. Examples of this information are the average age of students
(calculated from the information obtained from those students who responded to your
question on age); the average income of a family (calculated from the relevant
information obtained from those families who participated in your study); and the
expected outcome (predicted on the basis of the information obtained from the who
expressed their intention in voting). Your sample statistics become the basis of
estimating the prevalence of the above characteristics in the study population.

Your main aim is to find answers to your research questions in the study population,
not in the sample you collected information from. In the examples we have been
talking about, our aims are to find out the average age of students in a class, the
average income of family living in a city and the expected outcome of the election
respectively From sample statistics we make an estimate of the answers to our
research questions in the study population. The estimates arrived at from sample
statistics are called population parameters or the population mean.

As mentioned_ earlier, _in qualitative research, when you reach a stage where no new
information is coming from your respondents, this is called saturation point.

12.6 SAMPLING DISTRIBUTION OF ASTATISTIC

Sampling distribution constitutes the theoretical basis of statistical inference and is of
considerable importance in business decision making. Sampling distribution of a statistic is
the frequency distribution which is formed with various values of a statistic computed from
different samples of the same size drawn from the same population. Suppose you draw all
possible samples of size n from the population (N) with or without replacement. For each
possible sample drawn from the population, you compute a statistic such as mean, median,
standard deviation, variance, etc. The set of all possible values of a statistic is then classified
and grouped into a frequency distribution (or probability distribution). The distribution so
obtained is called the sampling distribution of a statistic. You could have various sampling
distributions depending upon the nature of the statistic you have computed, e.g., if the
particular statistic computed is the sample mean then the distribution is called sampling
distribution of mean. If you compute variance of each sample then it is called the sampling
distribution of variance. Similarly, you could have sampling distributions of proportion,
median, standard deviation, etc.

An important property of the sampling distribution of a statistic is that if random samples of
large size (n>30) are taken from a population which may be normally distributed or not, then
the sampling distribution of the statistic will approach to normal distribution.
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12.6.1 FACTORS AFFECTING THE INFERENCES DRAWN FROM A

SAMPLE

The above principles suggest that two factors may influence the degree of certainty about the
inferences drawn from a sample:

1. The size of the sample — Findings based upon larger samples have more certainty than
those based on smaller ones. As a rule, the larger the sample size, the more accurate the
findings will be.

2. The extent of variation in the sampling population — The greater the variation in the study
population with respect to the characteristics under study, for a given sample size, the greater
the uncertainty. (If a population is homogeneous (uniform or similar) with respect to the
characteristics under study, a small sample can provide a reasonably good estimate, but if it is
heterogeneous (dissimilar or diversified), you need to select a larger sample to obtain the
same level of accuracy. Of course, if all the elements in a population are identical, then the
selection of even one will provide an absolutely accurate estimate. As a rule, the higher the
variation with respect to the characteristics under study in the study population, the greater
the uncertainty for a given sample size

12.7 RELEVANCE OF ASSOCIATED LAWS IN SAMPLING
DISTRIBUTION

Law of Large Numbers and the Central Limit Theorem both serve the basis for the
development of sampling distribution of a statistic.

Law of Large Numbers: The law of large numbers states that as the sample size increases,
the sample mean would be closer and closer to the population mean. It does not guarantee
that if the sample size is increased sufficiently, the sample mean will be equal to the
population mean. There are two implications of the law of large numbers (i) the difference
between sample mean and population mean can be reduced by increasing the sample size,
and (ii) variation from one sample mean to another sample mean (of the same size) also
decreases as the size of the sample increases.

Central Limit Theorem: It is widely used in the field of estimation and inference. This
theorem states that if you select random sample of large size n from any population with
mean p and standard deviation ¢ and compute the mean of each sample, then the sampling

distribution of mean x approaches normal distribution with mean p and standard deviation %

. This is true even if the population itself is not normal. The utility of this theorem is that it
requires virtually no conditions on the distribution pattern of the population.
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12.8 DEFINITION OF SAMPLING UNIT

Before drawing a sample, we have to decide the unit of sample. What shall we select- a
house, a family, an individual or a group. According to Parten, "Surveyors have fallen into
the error of thinking that as long as they are dealing with human population, the individual
persons are the sampling unit. Actually, however, relatively few studies have used people as
sampling units.

Following are the main types of sampling units:

(a) Geographical units- e.g. a state, district, city, ward, region or locality.
(b) Structural units- e.g. a house, a flat etc.

(c) Social group units-e.g. a family, a school, a club, a church.

(d) Individuals

The house or a residential dwelling is generally considered as the best unit in the sense that it
can be easily located.

12.9 QUALITIES OF A GOOD UNIT

Following are the main qualities of a good sampling unit:

i.  The unit should be clear, unambiguous and definite. It should be capable of being
objectively ascertained and easily located. Thus, for example, an honest man is not a
fit unit as it is difficult to be ascertained.

ii.  The unit of sample should be suitable for the problem under study. Thus, in study of
the influence of joint family system, family will be the most suitable unit.

iili.  The unit selected should be standardized if possible. If an entirely new unit has been
used, its meaning and significance should be explained clearly.

iv.  The unit should be easily ascertainable. Thus, if an individual is to be selected as unit
is difficult to find the names of all the individuals concerned and even if they are
known it is very difficult to find them unless their names are accompanied with their
addresses.

Source List

The list which contains the names of the units of universe from which the sample is to be
selected is technically known as source list. A source list may be already in existence or it
may have to be prepared. For example, names of all the house owners, car owners, telephone
owners etc. can be seen from the list maintained by respective departments but the list of
tenants occupying particular area of houses has to be prepared. Sometimes the list may be
available in parts and may have to be consolidated. At other times the list may be exhaustive
and relevant universe may have to be sorted out.
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12.10 QUALITIES OF A USABLE SOURCE LIST

The following points are worth nothing before using the source list:

a) The list should be exhaustive. The entire universe to be studied must be contained in
the source list.

b) The list should be up to date and valid. It should not contain dead names and must
include the latest additions.

c) The list should contain the full information about the units that the sample may be
drawn on stratified basis. It should contain the addresses also so that it may be
possible to contact the units selected.

d) The names should not be repeated in the list. For example, if any family has been
selected as unit, the list containing individual’s names for house members would be of
no value.

e) The source list should be suitable for the unit of study. For example, if any family has
been selected as unit, the list containing individual’s names for house members would
be of no value.

f) Source list must be reliable. It must be maintained by an authority that can be relied
upon.

g) Source list must be within reach of the researcher. Thus, for example, the government
may maintain a list of history shelters but it may not be open to the researcher to be
consulted by him. Similarly, a bank, although, maintaining a list of depositors may
refuse to reply if to the researcher. Such lists are to be deemed as practically
nonexistent except when a survey is to be conducted by the same department or under
the authority of government.

12.11CHARACTERISTICS OF A GOOD SAMPLE DESIGN

Kish mentioned that a good sample design requires the judicious goal orientation,
measurability, practicality and economy.

a) Goal orientation
This suggests that a sample design should be oriented to the research objective,
tailored to the survey design, and fit to survey conditions, if this is the measurement
as also the procedure of choosing a sample.

b) Measurability
A sample design should enable the computation of valid estimates of its sampling
variability.

c) Variability
Normally, this variability is expressed in the form of standard errors in survey, as
envisage earlier. It is necessity that the complete, correct, practical and clear
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d)

instruction should be given to the interviewer so that no mistakes are made in the
selection of sampling units and final selection in the field selection in the field is not
different from the original sample design. Practically also refers to simplicity of the
design, i.e. it should be capable of being understood and following in actual operation
of the field work.

Economy

Survey objectives are generally spelt out in term of precision i.e. the survey estimate.
For a given degree of precision sample design should be given the minimum cost.
Alternatively, for a given per unit cost, the sample design should achieve maximum
precision (minimum variance) it may be pointed out that these for criteria come into
conflict with each other in most of the cases, and the researcher should carefully
balance the conflicting criteria so that he is able to select a really good sample design.
As there is no unique methods or procedure by which one can select a good sample
one has to weigh the pros and cons, the strong and weak points of various sample
design in respect of these four criteria, before selecting the best possible one.

12.12 TYPES OF SAMPLING TECHNIQUES

The method of selecting a sample out of a given population is called sampling. In other
words, sampling denotes the selection of a part of the aggregate statistical material with a
view of obtaining information about the whole. Now a day, there are various methods of
selecting sample from a population in accordance with various needs.

Techniques
of Sampling
]
] ]
. Non
Probab'lllty Probability
Sampling Sampling

There are various types of sampling methods suitable for various situations. Some important
types are given below:

Probability/ Random Sampling Methods:

1.
2.

Simple Random Sampling

Stratified Random Sampling
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3. Systematic Random Sampling.

4. Multistage Random Sampling

5. Cluster Sampling

Non-Probability/ Non- Random Sampling Methods:
1. Judgment Sampling / Purposive Sampling

2. Quota Sampling

3. Convenience Sampling
4.

Extensive Sampling

12.12.1PROBABILITY SAMPLE METHODS
There are various variants of probability sampling methods, which are given below:

1) Simple Random Sampling

According to Parten,” Random sampling is the form applied when the method of selection
assures each individual or element in universe an equal chance of being chosen. "Random
sampling is not the same as chance selection. Thus, entire sampling process is conducted in a
single stage, with each subject selected independently of the other population members.
Which item will include in the sample and which not, such decision is not made by an
investigator on his/her will but selection of the units is left on chance. According to random
sampling, there are two methods of selecting a random sample:

Method of selecting random sampling are Lottery Method, Selecting from sequential list-
every 10th, Grid System-map of entire area screen with sequence is projected, use of random
number tables-telephone number etc. computer can generate. The most adopted and basic
method in this type of sampling is lottery method.

(a) Lottery Method: In this method, each unit of the population is named or numbered
which is marked on separate piece of paper. Such chits are folded and put into some urn or
bag. Thereafter as many chits are made selected by some person as many units are to be
included in a sample.

(b) Tables of Random Numbers: Some experts have constructed random number tables.
These tables help in selection of a sample. Of all such various tables, Tippett’s Tables are
most famous and are in use. Tippett has constructed a four-digit table of 10,400 numbers by
using numbers as many as 41,600. In this method, first of all, all the items of a population are
written serially. Thereafter by making use of Tippett’s tables, in accordance with the size of
the sample, numbers are selected. The selection of a sample with the help of Tippett’s table
can be made clear by an example:

An Extract of Tippett’s Table
2952 6641 3992 9792 7979 5911
3170 5224 4167 9525 1545 1396
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7203 4356 1300 2693 2370 7483
3408 2762 3563 6107 6913 7691
0560 5246 1112 9025 6008 8127

For example, suppose 12 units are to be chosen out of 5000 units. With Tippett’s table, to
decide such units, firstly 5000 units will be serially ordered from 1 to 5000 and then from
Tippett’s table, 12 numbers will be chosen from the beginning which will be less than 5000.
These 12 numbers are follows:

2952 4167 4356 2370
3992 1545 1300 3408
3170 1396 2693 2762

The items of such serial numbers will be included in the sample. If units of the population are
less than 100, then 4 digit random numbers will be made compact into two digit numbers, and
then such two digit numbers will be selected. Like as to select 6 units out of 60 units, the
units with serial numbers 29, 39, 31, 41, 15 and 13 will be included in the sample.

Merits

(i There is no possibility of personal prejudice in this method. In other words,
this method is free from personal bias.

(i) Under this method, every units of the universe gets the equal chance of being
selected.

(ili)  The use of this method saves time, money and labour.

Demerits
Q) If sample size is small, then sample is not adequately represented.
(i) If universe is very small, then this method is not suitable.

(iii)  If some items of the universe are so important that their inclusion in the
sample is very essential, then this method will not be appropriate.

(iv)  This method will not be appropriate when population has units with diverse
characteristics.

2) Stratified Random Sampling

This method is used when units of the universe are heterogeneous rather than homogeneous.
Under this method, this method makes an attempt to divide the whole study population into
different groups say them strata. Every group or strata must have the homogeneity once the
homogeneity is ensured then by making use of any method of simple random sampling
required sample would be selected. For example, if 150 students are to be selected out of
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1500 students of a college, then firstly the college students will be divided into three groups
on the basis of Arts, Commerce and Science. Suppose there are 500, 700, 300 students
respectively in three faculties and 10 per cent sample is to be taken, then on the basis of
random sampling 50, 70 and 30 students, respectively will be selected by using random
sampling. Thus, this method assumes equal representation to each class or group and all the
units of the universe get equal chance of being selected in the sample.

Merits
Q) There is more likelihood of representation of units in this method.

(i)  Comparative study on the basis of facts at different strata is possible under this
method.

(iii)  This method has more accuracy.
Demerits

Q) This method has limited scope because this method can be adopted only when
the population and its different strata are known.

(i)  There can be the possibility of prejudice if the population is not properly
stratified.

(iii)  If the population is too small in size, it is difficult to stratify it.

I. Process of Stratifying The success of stratified sampling depends upon formation of
strata of groups. If a correct stratification has been made, even a smaller number of units will
form a representative sample. Following points may be kept in mind while constructing

strata.

(i) First of all we should note the different variables involved in the study of the
problem. The common variables used for stratification are generally region, income,
tax, the universe is first divided into these groups and then the required units are
selected at random from each group. In selection the variables care should be taken to
see that they are related to study.

(i) Stratification should be so conducted that there should be perfect homogeneity in
the different units of strata. The items in one stratum should be similar to reach other
but they should differ significantly from the units of other strata.

(i) The strata should be clear cut and free from overlapping so that every unit find a
place in some stratum or other and no unit should be placed in more than one stratum.
The total number of units in different strata should be equal to total number of units in
universe.
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II. Kinds of Stratified Sampling- Stratified sampling itself are of the following three
types.

I. Proportional stratified sample
In this method the number of units to be drawn from each stratum is in the same
proportion as they stand in the universe. It has already been explained above.

ii. Disproportional stratified sample
According to this method an equal number of cases are taken. Numbers of cases
are taken from each stratum regardless of the size of strata in proportion to
universe. It is also known as controlled sampling because it permits inter-strata
comparison.

ii. Stratified weight sample
The method aims at removing the defects of disproportionate sample and
combine the advantage of the two stratified sample stated earlier.
Select the quota from the stratum according to their will. To take an example
suppose a sample of 500 families is to be selected first and the field workers will
be asked to select one family from each house at their will.

Merits
(i)  There is more likelihood of representation of units in this method.

(i) Comparative study on the basis of facts at different strata is possible under this
method.

(iii)  This method has more accuracy.
Demerits

()  This method has limited scope because this method can be adopted only when
the population and its different strata are known.

(i) There can be the possibility of prejudice if the population is not properly
stratified.

(iii) If the population is too small in size, it is difficult to stratify it.

3) Systematic Random Sampling

Systematic sampling is a variation of random sampling. It requires the universe or a list of its
unit may be ordered in such a way that each elements of the universe can be uniquely
identified by its order. A voter list, a telephone directory, a card index system would
generally satisfy this condition. In this method, all the items of the universe are systematically
arranged and numbered and then sample units are selected at equal intervals. For example, if
5 out of 50 students are to be selected for a sample, then 50 students would be numbered and
systematically arranged. One item of the first 10 would be selected at random. Subsequently,
every 10" item from the selected number will be selected to frame a sample. If the first
selected number is 5™ item, then the subsequent numbers would be 15", 25™ 35" and 45™.
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Merits
(i) It is a simple method. Samples can be easily obtained by it.

(i)  This method involves very little time in sample selection and results are
almost accurate.

Demerits

Q) In this method, each unit does not stand the equal chances of being selected
because only the first unit is selected on random sampling basis.

(i) If all the units are different in characteristics, then results will not be
appropriate.

4) Multistage Sampling

When sampling procedure passes through many stages, then it is known as multi-stage
sampling. In this method, firstly the entire universe or population is divided into stages or
sub-stages. At each stage some units are selected on random sampling basis. Thereafter these
units are sub-divided and on the basis of random sampling again some sub-units are selected.
Thus, this goes on with sub-division further and selection on. For example, for the purpose of
a study regarding Adult Education in a State, first some districts will be selected on random
basis. Thereafter out of the selected districts, some tehsils and out of tehsils, some wards and
out of the wards, some households will be selected from whom the inquiry will be made
concerning the problem at hand.

This method is generally used in selecting a sample from a very large area. Under this
method the selection of the sample is made in different stages. For example, the following
procedures would be adopted to select a sample of few hundred houses from large city.

i.  Divide the whole city into homogeneous regions. Care should be taken to see that
each region is approximately equal in size and there is similarity among the
people of one region at least regarding the aspect that is being studied.

ii.  Select two primary sample areas from each region on random sampling method.

iii.  Select one block cluster (group of houses) from each primary sample area.
iv.  Select some houses from each block cluster on random sampling basis.

Thus, we see that the selection of final sample units is made in a number of stages. The
method is thus a combination of random sampling and stratified sampling, and if conducted
judiciously it possesses the advantage of both the types. Greatest representation can be
achieved in shortest possible numbers and representation of every area is secured.

Merits
M This is the best method of studying a universe or population on regional basis.

(i) This method is suitable for those problems where decisions on the basis of
sample alone can’t be taken.
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Demerits

Q) This method requires many tests to correctly estimate the level of accuracy
which involves a lot of time and labour.

(i) In this method, level of estimated accuracy level is pre-decided which does not
seem logical.

5) Cluster Sampling: In this method, simply the universe is divided into many groups
called cluster and out of which a few clusters are selected on random basis and then the
clusters are complete enumerated. This method is usually applied in industries, e.g., in
pharmaceutical industry, a machine produces medicines tablets in the batches of hundred
each, then for quality inspection, a few randomly selected batches are examined.

12.12.2 NON-PROBABILITY SAMPLING METHODS

Non-probability sampling methods are those methods in which selection of units is made on
the basis of convenience or judgment of the investigator rather than on the basis of
probability or chance. In such methods, selection of units is made in accordance with the
specific objectives and convenience of the investigator.

1) Purposive Sampling

Purposive sampling, also known as judgmental, selective, or subjective sampling, is a form of
non-probability sampling in which researchers rely on their own judgement when choosing
members of the population to participate in their study.

Purposive sampling mostly used in those circumstances where limited resources are available
to the researcher and the universe or the study population is not defined properly. For
example if the researcher wants to know about buying habits of the students in the different
departments of the Kumaun University. Suppose there are more than 5000 students in the
different departments of the University. Due to constraints it would not be suitable and
feasible to make each and every student of the University. By own judgement of the
researcher 500 students can be selected as a sample which can represent the entire universe.

Merits
Q) This method is less expensive.
(i) This method is very simple and easy.

(ili) ~ This method is useful in those fields where almost similar units exist or some
units are too important to be left out of the sample.

Demerits
(1) There 1s greater chance of the investigator’s own prejudice in this method.

(i) This method is not very accurate and reliable.
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2) Convenience Sampling

It is generally called as unsystematic, careless, accidental or opportunistic sample. According
to this system, a sample is selected according to convenience of the sampler. This
convenience may be in respect of availability of source list, accessibility of the units etc.
Although the method is most unscientific, yet quite a large number of samples are selected
according to this method. A convenience sample may be used in any or more of the following
cases:

i.  When the universe is not clearly defined.
ii. A complete source list is not available.
iii.  Sampling unit is not clear.

Thus the selection of names from telephone directory, contacting anyone who may chance to
be easily available will come under this type of sampling. In this type of non-probability
sampling, the choice of the sample is left completely to the convenience of the investigator.
The investigator obtains a sample according of the list of the teachers from the college
prospectus and gets feedback from them regarding his/her publication. This method is less
expensive and simple but, is unscientific and unreliable. This method results in more
dependence on the enumerators. This method is appropriate for sample selection where the
universe or population is not clearly defined or list of the units is not available or sample
units are not clear in themselves.

3) Quota Sampling

In this method, the investigators are assigned definite quotas according to some criteria.
They are instructed to obtain the required number to fill in each quota. The investigators
select the individuals (i.e., sample items) to collect information on their personal judgements
within the quotas. When all or a part of the whole quota is not available or approachable, the
quota is completed by supplementing new respondents. Quota sampling is a type of
judgement sampling.

Merits
Q) In this method, there is greater chance of important units being included.

(i) Statistical inquiry is more organized in this method on account of the units of
the quotas being fixed.

Demerits
Q) Possibility of prejudice shall remain.

(i) There is greater likelihood of sampling error in this method.
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4) Extensive Sampling
In this method, sample size is taken almost as big as the population itself e.g., 90 per
cent of the population. Only those units are left out for which data collection is very
difficult or almost impossible. Due to very large sample size, the method has greater
level of accuracy. Intensive study of the problem becomes possible but this method

involves heavy resources at disposal.

Check Your Progress-A

Uttarakhand Open University

Choose the correct aleternative.

1) Quota sampling, judgment sampling and convenience sampling are classified as

2) Cluster sampling, stratified sampling and systematic sampling are types of;

types of;

a) Random sampling

b)  Non random sampling
c) Direct sampling

d) Indirect sampling

a) Direct sampling

b) Indirect sampling

C) Random sampling

d) Non random sampling

3) Type of sampling In which each element of population has equally likely chance
of occurrence in a random sample is classified as;

a)
b)
c)
d)

Regular and irregular sampling

Error free sampling
Inertia sampling

Simple random sampling

Summary of Sampling Technique

Type of Sampling

Brief description

Merits

Demerits

Random sampling

Assign  to

unique

population member a
member

1. Required
minimum knowledge

of population

and

1. Does not make use
of knowledge of
population which the
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select sample items
by use.

advance.

2. Free of possible
classification errors.

3. Easy to analyze

researcher may have.

2. Larger errors for
sample  than in
stratified sampling.

data and compute
error.
Q) Stratified | Select from every | 1. Assures | 1. It requires accurate
proportionate sampling unit at | representative  with | information on
sampling other than the last | respect to property | proportion in each
stage a random | which forms basis of | stratum,  otherwise
sample proportionate | classify unit, | increase error.
to size sampling unit. | therefore yields less
variability than
simple random | 2. if information for
sampling and | satisfaction is not
multistage  random | available, then it may
sampling. be costly to prepare
the list, possibility of
defective
2. Decreases chance | classification and
of failing to include | hence increase in
members of | variability.
population  because
of classification
process.
3. Characteristics of
each stratum can be
easily estimated and
thus comparison can
be made.
(i) Stratified | Same as in stratified | Less variability for | Requires knowledge
optimum allocation proportionate same  size than | of variability of
sampling except proportionate pertinent
Cluster sampling Select sampling units | 1. If clusters are | 1. Larger errors for

be some form of

geographically

comparable size then
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random  sampling;
ultimate units are
grouped; select these
at random and take a
complete count of
each

defined, yields lowest
field costs.

2. Required listing
only individuals in
selected clusters.

3. Characteristics of
clusters as well as
those of population
can be estimated.

4. It can be used for
subsequent  sample,
since  cluster are
selected not
individuals and
substitutions of
individuals may be
permissible.

other probability
sample, and

2. Required ability to
assign each members
of population
uniquely to a cluster,
inability to do so
may result in
duplication or
omission of
individuals.

Stratified
sampling

cluster

Select clusters at
random from every
sampling unit

Reduce variability of
plain cluster
sampling

1. Demerits  of
stratified  sampling
added to those of
cluster sampling.

2. Since  cluster
properties may
change, advantage of
stratification may be
reduced and make
sample unusable for
later research.

Judgement

Select a subgroup of
the population which
on the basis of
available information
can be judge to be
representative of the
total population, take
a complete count or
sub-sample of this

group.

Reduce cost of
preparing sample and
field work, since
ultimate units can be
selected so that they
are close together.

1. Variability bias of
estimates cannot be
measured or
controlled and

2. Requires strong

assumptions or
considerable

knowledge of
population and

subgroup selected
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12.13 SUMMARY

In this unit an attempt has been made with regard to sampling types and error. A brief
discussion is made for sampling and non-sampling errors. Further errors are categorized in
absolute and relative and biased and unbiased kinds of errors are also discussed. Higher the
sample size better inferences can be drawn. Formula for calculation of sample size is also
discussed. In next unit students will get an opportunity to understand data analysis and
interpretation.

|

s | 1214 GLOSSARY

Systematic sampling: It requires the universe or a list of its unit may be ordered in such a
way that each elements of the universe can be uniquely identified by its order.

Proportional Stratified Sample: In this method the number of units to be drawn from each
stratum is in the same proportion as they stand in the universe.

Convenience Sampling: It is generally called as unsystematic, careless,
accidental or opportunistic sample. According to this system, a sample is
selected according to convenience of the sampler.

T | 1215 KEY TO CHECK YOUR PROGRESS

Check your Progress-A
1) (b)
2) ()
3) (@)
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12.18 TERMINAL QUESTIONS

Q1. What are the various types of sampling design?

Q2. Write about following

1.
2.
3.
4.

Random Sampling
Purposive Selection
Stratified Sampling
Quota Sampling

Q3. What are the advantages of a good sample design?

Q4. Distinguish between census and sampling method.

Q5. Give a brief note on sampling and sampling distribution.

Q6.

How many types of laws can be studied under sampling distribution?
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UNIT 13 SAMPLING TYPES AND ERRORS

13.1 Introduction

13.2 Objectives

13.3 Editing Errors

13.4 Sources of Errors

13.5 Measurement of Errors

13.6 Kinds of Errors

13.7 Standard Error of Statistic

13.8 The Calculation of Sample size

13.9 Sampling Distribution of Means
13.10 Sampling and Non-sampling Errors
13.11 Hllustration for Population Mean, Population Variance and Standard Error
13.12 Summary

13.13 Glossary

13.14 Key to Check Your Progress

13.15 Terminal questions

13.16 Suggested Readings

13.17 References

13.1 INTRODUCTION

In this unit an effort has been made to provide the detailed information about sampling
errors so that the students can enhance their comprehension. An explanation is also made to
understand the different sources of the errors and different kinds of the errors. The main
emphasis of this unit is to calculate the sample size and some illustrations are also discussed.
These contents will definitely be helping the students of the research methodology.

13.2 OBJECTIVES

After reading this unit students would be able:

e Tounderstand the meaning of sampling error

e To inculcate the sources and types of errors

e To enhance the importance of the calculation of sample size
e To know the meaning of sampling and non- sampling errors
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13.3 EDITING ERRORS

The word error is used in technical sense in statistics. It does not mean the same thing as
mistake. Mistakes in statistics mean a wrong calculation or use of inappropriate method in the
collection or analysis of data. According to L.R Connor, “an error in the statistical sense is
merely a difference between an estimate and the true value or ideal value which it may be
impossible to determine exactly”. According to Boddington, ‘the error does not imply an
arithmetic miscalculation, but arises simply because in collecting data perfect coverage is
impossible as with sampling.” Here Boddington has pointed out the sampling error or the
difference that may be possible due to sampling.

In real terms, sampling is not the only cause of the error, there are other causes; also, e.g., in
accurate reporting or use of estimates where counting is not possible. The main difference
between error and mistake is that while mistake is caused due to ignorance, negligence or
deliberate misinterpretation of data, on the other hand error is inadequacy or inaccuracy of
tools and the nature of phenomena under investigation. Thus mistakes can be avoided since
they are inherent in the nature of phenomena, unless there is an improvement in the
methodology and technique. In short, errors cannot be avoided; at best they can be estimated
and they can be kept in mind while drawing inferences.

13.4 SOURCE OF ERRORS

Statistic errors arise due to large no. of factors such as:

I.  Errorsof origin

Errors of origin may occur because of a lack of proper definition of the subject-
matter, bias of the investigator or the inherent instability of the collected data.

ii.  Errors of manipulation
Statistical errors are also caused at the time of analysis of data. These errors generally
arise due to classification, use if statistical methods, e.g. Percentages, averages etc.
Thus, unconscious errors in measuring, counting, classification etc. are known as
errors of manipulation

iii.  Error of inadequacy
If may arise due to the use of incomplete or unrepresentative character of data. The
small number of the items included in the sample way not throw light on the
characteristics of the population from which it has been drawn.

13.5 MEASUREMENT OF ERRORS

Statistical errors can be measured in two ways:

e Absolute
e Relative
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Absolute errors- The simple difference between the true value and the estimated value is
known as absolute error.

Absolute error=true value-estimated value
Relative errors- The relation of the absolute error to the estimated value is the relative error,
Relative error=Absolute error/Estimated value

An error may be positive or negative. It is said to be positive when the true value exceeds
estimated value and negative where the reverse is the case.

13.6 KINDS OF ERRORS

The error may be of two types:

I. Biased
II. Unbiased

Biased Errors: Biased errors arise as a result some bias or prejudice or defect in the
informants, enumerators or measuring instruments. These are errors which tend, to
accumulate or pile up. Biased errors are also known as ‘systematic errors’, ‘constant errors’,
‘persistent errors’ or ‘cumulative errors’.

Unbiased errors: Unbiased errors are those which arise just on account of chance. They are
encounter balance, compensating and non-cumulative in nature. Such errors arise
automatically without any motive, e.g., during the population census some persons may be
counted twice whereas few might be left totally out of count. Such errors tend to offset each
other and have little or negligible effect on the final result. The law of statistical regularity
applies here and since errors are both positive and negative, they generally cancel each other

The main distinguishing feature between biased and unbiased errors is that while unbiased
errors are compensatory and tend to cancel out each other, the biased errors are cumulative in
nature.

Biased errors arise due to the following four reasons:

Bias of the sample

Bias of the informants

Bias of the schedule, and

Bias of the unit of measurement

oo o

13.7 STANDARD ERROR OF A STATISTIC

The standard deviation of the sampling distribution of a statistic is known as the
standard error (S. E.) of a statistic. As there are various types of sampling
distributions, you could have various types of standard errors depending on the nature
of sampling distribution. The standard deviation instead of using the term standard
deviation for measuring variation, you may use a new term called standard error of
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mean. The standard error of mean measure the extent to which the sample mean differ
from the population mean. Thus, the basic difference between the standard deviation
and standard error of mean is that the first measures the extent to which the individual
items differ from the central value and the last measures the extent to which
individual sample mean differ from the population mean. Like the standard error of
the means, you could have standard error of the median, standard deviation,
proportion, variance, etc.

The standard error is used in a large number of problems which are discussed as
follows:

Q) Reliability of a sample: The standard error gives an idea about the reliability
and precision of a sample. That is, it indicates how much the estimated value differs
from the observed values. The greater the standard error, the greater is the deviation
between the estimated and observed values and lesser is the reliability of a sample.
The smaller the standard error, the smaller is the deviation between the estimated and
observed values and greater is the reliability of a sample.

(i)  Tests of significance: The standard error is also used to test the significance
of the various results obtained from small and large samples. In case of large sample,
if the difference between the observed and the expected value is greater than 1.96 S.E.
then you reject the hypothesis at 5% and conclude that sample differs widely from the
population. But if the difference between the observed and the expected value is
greater than 2.58 S.E. then you reject the null hypothesis at 1% and conclude that the
sample differs widely from the population.

(ili)  To determine the confidence limits of the unknown population mean: The
standard error enables us in determining the confidence limits within which a
population parameter is expected to lie with a certain degree of confidence. The
confidence limits of the unknown population mean u are given by.

Large Sample . Small Sample
95% confidence limits foru . 95% confidence limit for u
X—196S.E.and x + 196 S.E. . X+t tys S.E.
99% confidence limits foru . 99% confidence limit for u
X —2.58S.E.and ¥ + 2.58 S.E. . X+t S.E.

13.8 THE CALCULATION OF SAMPLE SIZE

‘How big a sample should I select?’ ‘What should be my sample size?’ and ‘How many cases
do I need?’ These are the most common questions asked. Basically, it depends on what you
want to do with the findings and what type of relationships you want to establish. Your
purpose in undertaking research is the main determinant of the level of accuracy required in
the results, and this level of accuracy is an important determinant of sample size. However, in
qualitative research, as the main focus is to explore or describe a situation, issue, process or
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phenomenon, the question of sample size is less important. You usually collect data till you
think you have reached saturation point in terms of discovering new information. Once you
think you are not getting much new data from your respondents, you stop collecting further
information. Of course, the diversity or heterogeneity in what you are trying to find out about
plays an important role in how fast you will reach saturation point. And remember: the
greater the heterogeneity or diversity in what you are trying to find out about, the greater the
number of respondents you need to contact to reach saturation point. In determining the size
of your sample for quantitative studies and in particular for cause-and-effect studies, you
need to consider the following:

e At what level of confidence do you want to test your results, findings or hypotheses?

e With what degree of accuracy do you wish to estimate the population parameters?

e What is the estimated level of variation (standard deviation), with respect to the main

variable you are studying, in the study population?

Answering these questions is necessary regardless of whether you intend to determine the
sample size yourself or have an expert do it for you. The size of the sample is important for
testing a hypothesis or establishing an association, but for other studies the general rule is: the
larger the sample size, the more accurate your estimates. In practice, your budget determines
the size of your sample. Your skills in selecting a sample, within the constraints of your
budget, lie in the way you select your elements so that they effectively and adequately
represent your sampling population.
To illustrate this procedure let us take the example of a class. Suppose you want to find out
the average age of the students within an accuracy of 0.5 of a year; that is, you can tolerate an
error of half a year on either side of the true average age. Let us also assume that you want to
find the average age within half a year of accuracy at the 95 per cent confidence level; that is,
you want to be 95 per cent confident about your findings.

The formula (from statistics) for determining the confidence limits is;
X=% + (to.05) %

Where,

x= estimated value of the population mean

X= average age calculated from the sample
t0.05 = value of t at 95 per cent confidence level

6/ = standard error

o = standard deviation

n = sample size

= square root

If we decide to tolerate an error of half a year, that means;

o
Xt (to.os)%
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=X+05

*t-value from the following table

Level 0.02 0.10 0.05 0.02 0.01 0.001

T-value 1.282 1645 1960 2236 2576 3.291

There is only one unknown quantity in the above equation, that is o.

Now the main problem is to find the value of ¢ without having to collect data. This is the
biggest problem in estimating the sample size. Because of this it is important to know as
much as possible about the study population.

The value of 6 can be found by one of the following:

1. guessing;

2. consulting an expert;

3. obtaining the value of ¢ from previous comparable studies; or

4. carrying out a pilot study to calculate the value.

Let us assume that ¢ is 1 year. Then

Therefore, Vn=

0.5

=n=15.37, say,16

Hence, to determine the average age of the class at a level of 95 per cent accuracy (assuming
o = 1 year) with half a year of error, a sample of at least 16 students is necessary.

Now assume that, instead of 95 per cent, you want to be 99 per cent confident about the
estimated age, tolerating an error of half a year. Then

\/ZZZ.S7X1

0.5

=5.15

Therefore, n=26.54, say, 27
Hence, if you want to be 99 per cent confident and are willing to tolerate an error of half a
year, you need to select a sample of 27 students. Similarly, you can calculate the sample size
with varying values of 6. Remember the golden rule: the greater is the sample size, the more
accurately your findings will reflect the ‘true’ picture.

13.9 SAMPLING DISTRIBUTION OF MEANS

It is an important to note that sampling distribution is widely used in the sampling
theory. Draw all possible samples of size n with or without replacement from
population of size N with mean p and variance a2. For each possible sample drawn
from the population, you compute the mean x of each sample. The mean will vary
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from sample to sample. The set of all possible means obtained from different samples
are called the sampling distribution of means.

The following are the important properties of the sampling distribution of means:

Q) The mean of the sampling distribution of means is equal to the population
mean (u).

Symbolically, uz=u or E(X)=pu
This property can be proved as follows:

Let xq, x5, ... x,, present a random sample (with replacement) of size n from a finite
population of size N having its mean u and variance 2, then

x1 +x1 + "'xn

X =
n

2x Xp+x;++x
E(f)zE[—]zE[l ! n
n n

1
= —{E(x1) + ECp) + - + E(x)}

1 1
=—{u+pu+pu+-+ut=—nu=
n{u Bt u 1} = p

Thus, the mean of the sampling distribution of means is equal to the population mean.

(i)  The standard error of the sampling distribution of means is obtained as:

S S.D.of Population o
. % OT O-_ = —_ —
* ¥ /[Size of the sample Vn

This property can be proved as follows:

xx Xp+x;++x
Var(x) = Var (7> = Var( ! ! n)

n

= % [Var(x,) + Var(x,) + --- Var(x,)]

1
= ﬁ[a2 + 0% +--0?]

=—.Nno" =—
Where, o2 is the population variance, x is the sample size

2
Because, n > 1, obviously, % < 0? = V(x) < Population variance.
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g2 ¢
S.Ez oroz =+Var(x) = |—=—
n  +n

This formula holds only when sampling is with replacement.

Note: When the population is finite and the samples are drawn without replacement
then S.E.; is obtained as:

G N-—n
CnJdN-1

(iii)  The sampling distribution of means is approximately a normal distribution
with mean u and variance o2, provided the sample is large (n>30).

S.E.;

(iv)  The following formula is used to find the probability of the sampling
distribution of means.

Illustration 1.1: Consider a population consisting of three values: 2, 5 and 8. Draw all
possible samples of size 2 with replacement from the population. Construct sampling
distribution of means. Also find the mean and standard error of the distribution.

Solution: The population consists of three values. The total number of possible samples of
size 2 drawn with replacement are N"=3%=9. All possible random samples and their sample
mean are shown is the following table:

Sample Sample Values Sample Mean x
No.
1. (2,2) 1
~2+2)=2
2
1
2 (5:2) > (5+2)=35
3. (8,2) 1
-(8+2)=5
2
1
4 (2) S(@2+5) =35
1
> (5,5) 3 (5+5)=5.0
1
6 (85) S(B+5) =65
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7 (28) %(2 +8) =50
8 (.8) %(5 +8) =65
o (838) %(8 +8) =80

On the basis of the means (x) of all the 6 possible samples, the sampling distribution of
means is given below:

Sample f f® d= (%) — px d? fd*
Means (x)
2 1 2 -3 9 9
35 2 7 -1.5 2.25 450
5.0 3 15 0 0 0
6.5 2 13 1.5 2.25 450
8.0 1 8 +3 9.0 9.0
If=9 | If(x) = 45 2fd? =27

Mean of the Sampling Distribution of Means
_Xf(x) 45

Hz = >f ~ 9 =5
Variance of the Sampling Distribution of Means
Sf(e—ugp)? xfd? 27
Var(py < LE—w? T 27

>f >f 9
Hence,

S.Ez= o3 =3 =1732

13.10 SAMPLING AND NON-SAMPLING ERRORS

The choice of a sample though may be made with utmost care, involves certain errors
which may be classified into two types: (i) Sampling Errors, and (ii) Non-Sampling
Errors. These errors may occur in the collection, processing and analysis of data.

13.10.1 SAMPLING ERRORS

Sampling errors are those which arise due to the method of sampling. Sampling errors
arise primarily due to the following reasons:
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1. Faulty selection of the sampling method.

2. Substituting one sample for the sample due to the difficulties in collecting the
sample.

3. Faulty demarcation of sampling units.

4. Variability of the population which has different characteristics.

13.10.2 NON-SAMPLING ERRORS

Non-sampling errors are those which occur due to human factors which always vary
from one investigator to another. These arise due to any of the following factors:

Q) Faulty planning.

(i) Faulty selection of the sample units.

(iii)  Lack of trained and experienced staff which collect the data.
(iv)  Negligence and non-response on the part of the respondent.
(v) Errors in compilation.

(vi)  Errors due to wrong statistical measures.

(vii)  Framing of a wrong questionnaire.

(viii) Incomplete investigation of the sample survey

Check Your Progress-A

Choose the alternative

1. Non
a)
b)
c)
d)

2. Any
a)
b)

c)
d)

e)
3. Stan

Sampling error is reduced by;

Increasing Sample Size
Decreasing Sample Size
Reducing Amount of Data
None of these

numerical value calculated from sample data is called as ;

Error

Statistic

Bias

Mean

Standard Deviation

dard deviation of sampling distribution of any statistic is called;

a) Sampling Error
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b) Type- | Error
¢) Non Sampling Error
d) Standard Deviation
e) Standard Error
4. Any numerical value computed from population is called as;
a) Statistic
b) Bias
¢) Sampling Error
d) Error
e) Parameter
5. In random sampling, the probability of selecting an item from the population is;
a) Unknown
b) Known
¢) Undecided
d) One

e) Zero

13.11 ILLUSTRATION FOR POPULATION MEAN,
POPULATION VARIANCE AND STANDARD ERROR

Illustration 1.2: A population consists of four elements: 3, 7, 11 and 15. Consider all
possible samples of size two which can be drawn with replacement from this population find
(i) the population mean p (ii) the population variance o (iii) the mean of the sampling
distribution of means (iv) standard error (or S.D.) of the sampling distribution of means.
Verify (iii) and (iv) by using (i) and (ii) and by use of suitable formula.

X _ 3+7+11+15 _ 36

Solution: (i) u = population mean = ~ = . .~ 9
—11)2 —6)24(—2)2 2 2
(ii) o = population variance = ) gy G 2)4+(2) O _ % =20
0=35.D.=+v20

(iii) All possible random sample of size two with replacement is N = 42 =
16 and their sample means are shown in the following table:

Sample Sample Sample Sample Sample Sample

No. Values Mean x No. Values Mean x
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1 (3,3) 3 9 (11,3) 7
2 (3,7 5 10 (11,7) 9
3 (3,11) 7 11 (11,11) 11
4 (3,15) 9 12 (11,15) 13
5 (7,3) 5 13 (15,3) 9
6 (7,7) 7 14 (15,7) 11
7 (7,11) 9 15 (15,11) 13
8 (7,15) 11 16 (15,15) 15

On the basis of the means () of all the 16 samples without replacement, the sampling
distribution of (x) can be written as:

Sampling Distribution of Means without Replacement

Sample f f d= (%) — px d? fd?
Means (x)
3 1 3 -6 36 36
5 2 10 -4 16 32
7 3 21 -2 4 12
9 4 36 0 0 0
11 3 33 +2 4 12
13 2 26 +4 16 32
15 1 15 +6 36 36
If =16 | If(X) = 144 2fd? = 160

Mean of the Sampling Distribution of Means
_If(X) 144

=75 T 16
Variance of the Sampling Distribution of Means
Sf(X — pe)? 160

>f 16 ~ 10

Var(x) =

Hence,

S.Ez= 0z =+Var(x) =10
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2
Using the formula, uz =u and V(%) = % you get the mean of the sampling
distribution of means uz = u = 9 and variance of the sampling distribution of means
2
(00)’=Z =2 = 10.

n 2

Hence, the results of (iii) and (iv) are verified by using the results of (i) and (ii).

13.12 SUMMARY

In this unit an attempt has been made with regard to sampling types and error. A brief
discussion is made for sampling and non-sampling errors. Further errors are categorized in
absolute and relative and biased and unbiased kinds of errors are also discussed. Higher the
sample size better inferences can be drawn. Formula for calculation of sample size is also
discussed. Some illustrations are also to be taken into the consideration with regard to
population mean, population standard deviation, population variance and standard error. In
next unit students will get an opportunity to understand data analysis and interpretation.

>
<>

—

-

| 53‘ 13.13 GLOSSARY

Distinctive: Characteristic of one person or thing, and so serving to distinguish it from
others.

Haphazard: Lacking any obvious principle of organization.

Univariate: Involving one variate or variable quantity.

13.14 KEY TO CHECK YOUR PROGRESS

o~

Choose the correct alternative

=Y

i A
b 4%
e

1) (d
2) (b)
3) ()
4) (e)
5) (b)
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Marketing Research : N K Malhotra (Pearsons Education)

™) .

o 13.17 TERMINAL QUESTIONS

QL. Define the meaning and nature of sampling.

Q2. Define steps involved in sampling design.

Q3. What are the advantages and limitations of sampling?

Q4. Define various steps which account in selecting the sampling.
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UNIT 14 DATA ANALYSIS AND INTERPRETATION

14.1 Introduction

14.2  Objectives

14.3  Procedure for Testing of Hypothesis

14.4  Student's T — Distribution

145 Chi- Square Test

146 One Way ANOVA

14.7  Analytical Evaluation of Non-parametric Test
14.8 Wilcoxon’s Matched Pair Signed Rank Test
14.9 Mann Whitney U-Test

14.10 Krushal-Wallis One Way Analysis Of Variance by Ranks
14.11 Summary

14.12 Glossary

14.13 Key to Check Your Progress

14.14 References

14.15 Suggested Readings

14.16 Terminal Questions

14.1 INTRODUCTION

As you know that various statistical tools are applied for testing of hypotheses. These
statistical tests can be categorized into two different groups—parametric tests and non -
parametric tests. Parametric tests are those tests which are based on parameters of population.
To apply parametric tests, it is necessary that certain assumptions regarding population
distribution must be fulfilled. It becomes a limitation for implementation of these tests. To
avoid these limitations, we may use another category of tests which are known as non-
parametric tests.

In this unit, you will study about different parametric and non -parametric tests. Among them,
Student’s t-test, chi-square test, one way analysis of variance, Wilconxon’s matched pair
signed rank test, Mann Whitney U-test, Krushal-Wallis one way analysis of variance by ranks
are the most popular form of parametric and non -parametric tests but it can also be used as a
parametric test. In this unit you will study in detail about the theoretical concept and various
uses and applications of these tests.
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14.2 OBJECTIVES

After studying this unit, students will be able to understand:

To understand the basic concept of parametric tests.

To enhance the knowledge about the uses of parametric tests.

To know about the fundamental concept of non- parametric tests.
To understand the uses and applications of the non-parametric tests.

14.3

PROCEDURE FOR TESTING OF HYPOTHESIS

In order to test any assumption following procedure must be followed.

Setting up the null hypothesis

The hypothesis which is being tested for possible rejection is the null hypothesis. The
null hypothesis may be that

a.

© oo o

The parameter is equal to a given value (u =g,)

The parameters for the two population are equal. (z,=1,)
The difference is insignificant (not significant)

The distribution is a good fit.

The attributes are independent, and so on.

Setting up the alternative hypothesis
The hypothesis which is to be accepted when the null hypothesis is rejected is the
alternative hypothesis. It may be that

a.

b
C.
d. The parameter for the first population is lesser than the parameter for the second

=h @D

g.

The parameter is not equal to the given value (u #u,)

. The parameter is greater than the given value (x >u,)

The parameter for the two populations are not equal (z,#1¢,)

population (1,=,)
The difference is significant

The distribution is not a good fit.

The attributes are dependent (not independent) and so on.

Identifying the test statistic and its null distribution
The test statistic is the statistic based on whose distribution the test is conducted. The

statistical distribution of the test statistic under H ,is called null distribution.

For testingH, : i =, (meanis euqualto x,), the test statistic is X the sample

mean. Under H, the distribution of X s N(u, 0% In) This is the null distribution
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Ho

. . X—
of x However for convenience, the standardized form Z=—"" may be

considered in which case, the null distribution is N (0,1)

4. ldentifying the critical region.
The set of those values of the test statistic which lead of the rejection for the null
hypothesis is called critical Region (Rejection Region). The set of those values of the
test statistic which lead to the acceptance of the null hypothesis is called acceptance
region.
The demarcation limits of the critical region are called Critical values.
The critical region is so formed that when H ,true the probability of its rejection is a

small is pre-decided value. This pre-decided value is called level of significance.

— null distribution

Mo

| S 2

| rejection
i =

| region

—— =
rejection |
region |

Fig 14.1 Identifying the critical region.

acceptance region

Level of Significance is a pre-decided upper limit for the probability of rejection of the null
hypothesis when it is actually true. The level of significance is denoted by « . Usually, the
pre-decided value « would be 0.05 or 0.01. In other words, it would be 5% or
1%.Depending on the nature of the test and also on the nature of the alternative hypothesis,
the critical region may have one part or it may have two parts. If the critical region has one
part, the test is called one-sided test (one —tailed test). If the critical region has two parts, the
test is called two-sided test (two tailed test).

5. Drawing a random sample and actually conducting the test
A random sample of size n is drawn from the population. The value of the test
statistic is calculated from the sample value. If the calculated value (observed
value) belongs to the critical region, H, is rejected in favour of H,. On the

other hand, if the calculated value belongs to the acceptance region, H, is
accepted.

6. Making the decision (Giving the inference)
The final decision (inference, conclusion) is announced. The decision may be
a. The new medicine is more effective than the old one
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b. Average neo-natal growth among male infants is the same as that among female

infants.

Errors of the First and the Second Kind

(Type I and type Il errors)

While testing a null hypothesis against an alternative hypothesis, one of the following

situations arises.

Actual fact Decision based Error
on the sample
1 | HylIstrue AcceptH Correct decision | ---
2 | H,istrue Reject H, Wrong decision | Type |
3 | H, isnottrue Accept H, Wrong decision | Type Il
4 | H, isnottrue Reject H, Correct decision | ---

Here, in situations (2) and (3), wrong decisions are arrived at. These wrong decisions are
termed as Error of the first kind (Type | error) and Error of the second kind (Type Il error)
respectively. Thus,

Q) Error of the first kind (Type I error) is taking a wrong decision to reject the
null hypothesis when it is actually true.

(i) Error of the second kind (Type Il error) is taking a wrong decision to accept
the null hypothesis when it is actually not true.

The probability of occurrence of the first kind of error is« . It is the size of the test.

The probability of occurrence of the second kind of error is denoted by 3 .

The value (1- ) is called power of the test. Power of a test is the probability of rejecting
H, when it is not true. While testing, the level of significance « is decided in advance.
Then, the critical region is determined in such a way that the power (1- )is maximum.
Thus, the critical values are based on the level of significance.

e ——————
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(o 4
ACCEPTANCE REGION CRITICAL
REGION
S
o
CRITICAL ACCEPTANCE REGION CRITICAL
REGION REGION

Fig 14.2 Two Tailed and One-Tailed Tests (Two sided and one sided tests)

While testing a null hypothesis H, against an alternative hypothesis, if the critical region is

considered at one tail of the null distribution of the test statistic, the test is one tailed test
(one-sided test).

On the other hand, if the critical region is considered at both the tails of the null distribution
of the test statistic, the test is two tailed test (two sided test)

The following are some of the one-tailed tests.
1.Testing H,: u=p,againstH, : u>u,
2. Testing H :u,=u,againstH, : u,<u,
3. Testing for goodnessof fit

4. Testing for independerce of attributesin acontigeng table

The following are some of the two tailed tests.

1.Testing H,: u=p,againstH, @ u#u,

2.Testing H :u,=u,againstH, : p,#u,
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3.Testing H,: 0 =0,againstH,: o #0,

14.4 STUDENT’S T-DISTRIBUTION (T-TEST)

Theoretical work on t-distribution was done by W.S. Cosset (1876-1937). In the year 1900
Gosset was employed by the Guinnes and Son, a Dublin brewery, Ireland which did not
permit employees to publish research finding under their own names. So Gosset adopted the
pen name "student™ and published his finding under this name. Thereafter, the f-distribution
is commonly called Student's f-distribution or simply Student's distribution.

14.4.1 APPLICATION OF THE T-DISTRIBUTION

The following are some of the examples to illustrate the way in which the 'Student’
distribution is generally used to test the significance of the various results obtained from
small samples.

1. To test the significance of the mean of a random sample

In determining whether the mean of a sample drawn from a normal population
deviates significantly from a stated value (the hypothetical value of the population mean),
when variance of population is unknown, we calculate the statistic.

= Vn
N
Where, x=the mean of the sample

p=the actually or hypothetical mean of population

Example: The life time of electric bulbs for a random sample of 6 from consignment given in
the following data:

Data 1 2 3 4 5 6
Lifts in 24 26 30 20 20 18
months

Can we accept the hypothesis the average life of the bulbs is 25 months? {t 0.0 1=4.032}
when v=5}

Solution: Let us known the hypothesis that there is no significant difference in the
means life of bulbs in the sample and that of the population.

Appling t test:

Calculation of X bar and S

X X=(X-X bar) X2
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24 +1 1
26 3 9
30 +7 49
20 3 9
20 3 9
18 5 25
>X =138 >x2=138
X=X 4 B%-p3
n 6

X, =Actual mean of second sample
The degree of freedom (v) = (n; + n, - 2)

When we are given the number of observations and standard deviation of the two
samples, the pooled estimate of standard can be obtained as follows:

2 2
:(n2—1)51+ ("2—1)52

S

ni+ny,—2

Interpretation

If the calculated value of t be>t, o5 (to.01) the difference between the sample means is said to
be significances otherwise the data are said to be consistent with the hypothesis.

the mean of the two batches do not differ significantly.

Example: A drug is given to 10 patients, and the increments in their blood pressure were
recorded to be 3,6,-2,4,-3,4,6,0,0,2. Is it reasonable to believe that drug has no effect on
change of blood pressure? (5% value of t for 9d.f. = 2.26)

Solution: Let us take the hypothesis that the drug has no effect on change of blood pressure.
Applying the difference test:

t= SVn
d d2
3 9
6 36
2 4
4 16
-3 9
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16

63

4
6

0 0
0 0 =3.162

>d=20 Sd? 130

d=2% =20/10 = 2
N

5= /M =3.162
n

L _2V10 _2x3162
S 3162 3162

v=n-1=10-1=9; ty,05=2.26

The calculated value of t is less than the table value. The hypothesis is accepted. Hence, it is
reasonable to believe that the drug has no effect on change of blood pressure.

14.5 CHI- SQUARE TEST

The chi-square test is perhaps the most important of all the tests of significance used in
Statics. Chi-square measures the extent to which the observed frequencies deviate from the
corresponding expected frequencies. In other words, Chi-square is a measure of actual
difference between the expected and observed frequencies, and as such if there is no
difference between actual and observed frequencies, the value of chi-square is zero. The
formula used is:

Z_Z[(difference of actual and expected frequencies)?
d Expected frequencies

A=yledey
Where,
.2 = chi-square
f4 = observed or actual frequency and
f. = expected frequency

/2 can also be determined with the help of the following formula:

fa
;(2 :Z(E )'N
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N=total of frequencies
Degree of freedom

The number of independent variables is generally called the number of degrees of freedom or
simply the number of freedoms. In other words, the term 'degree of freedom' refers to the
number of independent constraints' in asset of data.

Where,
d= degree of freedom
c= number of columns
r= number of rows
Conditions for the application of X?2- test.
The following conditions should be satisfied before the X2 -test can be applied:
(i) The number of observation must be reasonably large, say no more than 50.

(if) No theoretical cell frequency should be small, say less than 5. In case where the new
frequencies become greater than 5.

(iii) All the individuals in the sample must be independent or if constraints are there, they
must be linear.

Use of x3 - test
Chi-square test may be used under any of the following conditions:

1. When degree of association between two or more attributes is to be determined.
(a) In the case of two-fold table, X2-test is used as an alternative to Yule's
coefficient of association.
(b) In the case of manifold table, a coefficient of contingency is calculated.

2

c= |G
Where, N = total frequency, C lies between 0 and 1 is used like Yule's coefficient of
association.
2. For comparison of a number of frequency distributions e.g., for the
NiNy( f1 fz)z
Then, ;2 = y——"1=f2"

fithe

Where NI and N2 are the two totals and need not be equal.f; and f, are the
frequencies in one corresponding group in the two distributions.

3. Chi-square is also used as a test of the "goodness of fit". In fact y2- test is also known
as a test of goodness of fit because by its application we can easily find out as to how
well the normal curve or some other curves that we have fitted to the data fits to the
observed facts.
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Additive property of chi-square

If the independent variables of x and y conform t