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UNIT 1:-BASICS OF PROBABILITY:-

CONTENTS:

1.1  Introduction

1.2 Objectives

1.3  Random experiments
1.4  Elementary events

1.5  Sample Space

1.6  Probability

1.7  Translation of events in set theory operation
1.8  Axiomatic Probability
1.9 Solved Examples
1.10 Summary

1.11  Glossary

1.12 References

1.13  Suggested Readings
1.14 Terminal Questions
1.15 Answers

1.1.INTRODUCTION:-

Probability is a branch of mathematics that deals with the
occurrence of a random event. To study concept of probability,
learners should have known the elementary set operations,
permutations and combinations. The analysis of events governed by
probability is called statistics.

The modern mathematical theory of probability has its roots in
attempts to analyze games of chance by Gerolamo Cardano in the
sixteenth century, and by Pierre de Fermat and Blaise Pascal in the
seventeenth  century  (for example the 'problem of
points"). Christiaan Huygens published a book on the subject in 1657.
In the 19™ century, what is considered the classical definition of
probability was completed by Pierre Laplace.

This culminated in modern probability theory, on foundations
laid by Andrey Nikolaevich Kolmogorov. Kolmogorov combined the
notion of sample space, introduced by Richard von Mises, and measure
theory and presented his axiom system for probability theory in 1933.
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23-03-1749 to 05-03-1827

(Pierre-Simon de Laplace)
https://en.wikipedia.org/wiki/Pierre-
imon_Laplace#/media/File:Laplace, Pierre-
Simon,_marquis_de.jpg

Fig 1.1.1
Probability is simply how likely something is to happen.
Whenever we're unsure about the outcome of an event, we can talk
about the probabilities of certain outcomes—how likely they are. In
this unit we are defining Random experiments, Elementary events,
Sample Space, Probability, Axiomatic Probability and Translation of
events in set theory operation.

® Probability is a
feeling

of the mind g Q"” ) 2,
(Augustus de : \

Morgan) W
PRO BABlLlTYé‘

AR

R @ o)
Fig 1.1.2
( https://www.cuemath.com/data/terms of-
probability/)
1.2 .OBJECTIVES:-

After studying this unit learner will be able to:

Describe the notion of probability.

Explain the trials and events.

Evaluate the probability related to basic random experiments.
Construct the example of probability.

halb o e
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1.3.RANDOM EXPERIMENT:-

Consider an experiment whose outcome is not unique, but it
has possibility of several outcomes. This type of experiment is known
as random experiment. The random experiment can be repeated under
identical conditions. Each repetition/ performance is called a trial.

e The example of rolling a dice is a random experiment
and each rolling of this dice is a trial.

1.4 . ELEMENTARY EVENT:-

In a trial of a random experiment, any outcome among the all
possible outcomes is known as elementary event.

e Tossing a coin give a outcomes as “head” or “tail”.
Here outcome head is an elementary event, similarly
outcome tail is also an elementary event.

1.5. SAMPLE SPACE:-

The collection of all possible outcomes in a random experiments is
known as sample space. It is usually denoted as “S”.In probability theory,
the sample space of an experiment or random trial is the set of all
possible outcomes or results of that experiment. A sample space is
usually denoted using set notation, and the possible ordered outcomes,
or sample points, are listed as elements in the set.

e Rolling a dice and observing the number showing on
dice, the sample space is: S={1,2,3,4,5,6}.

e Rolling two dices simultancously and observing the
number showing on dices, the sample space is:S={(1,1),
(1,2), (1,3), (L4), (1,5), (1,6), (2,1), (2,2), (2,3), (2,4),
(2,5), (2,6), 3,1), (3,2), (3,3), (3.4, (3.5), (3,6), (4,1),
(4.2), (4.3), (4,4), (4,5), (4,6), (5,1), (5,2), (5.3), (5:4),
(5,5), (5,6), (6,1), (6,2), (6,3), (6,4), (6,5), (6,6)}.

e Rolling three coins simultaneously and observing the
face of coins, the sample space is: S={HHH HHT,
HTH, THH, , HTT, THT, TTH, TTT }.

e A sample space can be infinite countable or uncountable
set. For example consider a random experiment “tossing
a coin until a head comes”. Then sample space S =
{H,TH,TTH,TTTH,...}.

e Any subset of sample space is known as event. It is
usually denoted by capital alphabet A, B, E, E;, E, ,...

Department of Mathematics
Uttarakhand Open University Page 4



ADVANCED STATISTICS MAT 503

e A sample space is called discrete if “S™ is countable,
otherwise it is called continuous sample space.

e Let the random experiment be “rolling two dices
simultaneously”. Then the sample space is: S={(1,1),
(1,2), (1,3), (L,4), (1,5), (1,6), (2,1), (2,2), (2.3), (2,4),
(2,5), (2,6), 3,1), (3,2), (3,3), (3.4, (3.5), (3,6), (4,1),
(4.2), (4.3), (4,4), (4,5), (4,6), (5,1), (5,2), (5.3), (5.4),
(5,5), (5,6), (6,1), (6,2), (6,3), (6,4), (6,5), (6,6)}. Now
consider the following events, E; is event that sum of
both face is six, E, is event that sum of both face is
seven, E; is event that sum of both face is either six or
seven. Then E;={(1,5), (2,4), (3,3), (4,2), (5,1)},
E,={(1,6), (2,5), (3,4), (4,3), (5,2), (6,1)} and E; =
El U EZZ{(135)>(1a6)7 (2:4)5 (275)5 (373)3 (3’4)3 (472)5
(4,3), (5,1), (5,2), (6,1)}.

We assign a numerical value to finite discrete sample
space and its events as follows:

n(S) = Total number of elements in sample space S,
N(E) = Total number of elements in event E.

CHECK YOUR PROGRESS

Problem 1: Let one card drawn from a pack of 52 cards and E;be the
event that card is red and E,be the event that card is black ace. Then

write total number of elements in E;and E,.

1.6.PROBABILITY:-

Consider a random experiment. Then it has several events. The
numeric value of chance of happening of a particular event in fraction
form is known as probability of that event. In case of finite discrete
sample space S with equally likely elementary events, the probability
of event E is defined as:

n(E)

P(E) = ——=

n(s)
which is same as:
P(E) = Total number of ways of happening of event E

Total number of outcomes - (1.6.1)

Total number of ways of happening of event E is number of
cases favourable to the event E and also called number of sampling
points in E similarly total number of outcomes is number of sample
points in E and also called exhaustive number of cases.

Department of Mathematics
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e Consider the example 6 given above, then probabilities of
events E; , E,,and E; are:P(E;) =20 = 5 p(g,) =12

. - nes) 36 n(s)
_ _n _
3= oPE) =15 = 5%

CHECK YOUR PROGRESS

Problem 2: What is the probability that a leap year contains 53
Monday.

Problem 3: A box contain 1 red, 4 white and 5 black ball. Two ball
drawn out of this box simultaneously. What is the probability that one
ball is black and one ball is white.

1.7 . TRANSLATION OF EVENTS IN SET
THEORY OPERATION:-

Let S be a sample space, E;jand E,are events. Then there is
formulation of new events usingE;andE,. For this consider the
following table:

S.No. | Event Meaning

1. Ef Event that E; does not occur

2. E;UE, Event that E; or E, occur

3. E;NE, Event that both E; and E;, occur

4 E\NES Event that E; occur but E,does not

occur

5. E\AE, = (E; NES)U (Ef | Event that exactly one of the
NE,) events E; or E;, occurs
6. Ef NES Event that none of the events E;
or E, occur
7 E.NE,=0 Events that both E; and E, are
mutually exclusive.
8 Universal set S Sample space

CHECK YOUR PROGRESS

Problem 4. Let S be a sample space, E;,
events. Find expression for the events noted below, in the context of :

(i) Two and more occur. (ii) None Occurs.

E,and E; are three arbitrary

Department of Mathematics
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1.8.AXIOMATIC PROBABILITY:-

A purely mathematical definition of probability cannot give us
the actual value of P(E), the probability cannot give us the actual
value of P(E), the probability of occurrence of the event E.

And this must be considered as a function defined on all events.

Definition 1.8.1.(Probability function):Let S be a sample space and
0 be o-field of events. Then the set function P: Q — [0,1]is said to be
probability function, if it satisfies the following conditions:

i) P(E) = 0, for every events E in 2,

i P =1
(i)  IfE;i=1,23,... are mutually disjoint events (E; N Ej, i #
J), then

P(UE) =3 P(ED.

Here (S, Q, P) is called probability space.

Theorem 1.8.1. Probability of the impossible event is zero,
ie.,P(@)=0.

Proof. Impossible event contains no sample point and hence the
certain event S and the impossible event @ are mutually exclusive.
Therefore SU @ = S it implies that P(S U @) = P(S). Hence, using
Axiom of Additivity, we get P(S) + P(@) = P(S) it implies that
P(@) = 0.

Remark 1.8.1: The means of P(A) = 0, does not imply that A is
necessarily an empty set. In practice, probability ‘0’ is assigned to the

events which are so rare that they happen only once in a lifetime.

Theoreml.8. 2. Let E be an event. Then probability of E€ is:
P(E€) =1 = P(E) ccieeeurenienrenieninniniiniinsensensesasanens (1.8.1)

Proof: Since (E U E€) = S, therefore P(E U E€) = P(S).
This implies thatP(E) + P(E€) = 1. And hence,P(E€) = 1 — P(E).

Theorem 1.8. 3. P(E; N ES) = P(E;) — P(E; N E3) ccu.n.n. (1.8.2)
Proof: Since (E; N ES) and (E; N E,) are disjoint sets whose union is
E,, therefore P(E; N E5) + P(E; N E;) = P(E;). And hence,P(E; N
E5) = P(E,) — P(E; N Ey).

Theorem1.8.4.(Probability of union of two events):

P(E,UE,) = P(E;) + P(Ey) — P(E; N Ey) ceveeveurenennn. (1.8.3)

Department of Mathematics
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Proof: Since (E; U E,) can be written as disjoint union of E; and
Ef n Ez, therefore P(E1 U Ez) = P(El) + P(Ef N Ez) = P(El) +
P(Ey) — P(E1 N Ey).

Theorem 1.8.5.(For n events): P(UlL, E;) = X7, P(E;) —
lei<anP(Ei n Ej)--uuuuu (1.8-4)

CHECK YOUR PROGRESS

True or false Questions

Problem S: If something has probability 1,000%, it is sure to happen.
T/F

Problem 6: If something has probability 90%, it can be expected to
happen about nine times as often as its opposite. T/F

1.9.SOLVED EXAMPLES:-

Examplel.9.1: A random arrangement of the letters
E,N,G,ILN,E,E,R,ILN,G is done. Find the probability of vowels appear
together.

Solution: In the letters E,N,G,LN,E,E,.R,ILN,G there are 3 E’s, 2 I'’s, 2
G’s and 3 N’s. Therefore total number of different combination formed
11!

s;: —————. Now total number of different combination formed so
31x21X21x3!

. 715! '
that vowels appear together is: % Thus the required
e, . 7IXSL 1 31x21x21x3!
probability is: ——= = —.

Example 1.9.2: From the numbers 1,2,3, ... ,8 two different digits are
chosen randomly without replacement. What is the probability that the
sum of the digits will be equal to five.

Solution: Total number of ways of choosing two digits from the
numbers 1 to 8 is: 8 X 7=56. Total ways of choosing two digits so that
sum of the digits will be equal to five are : (1,4),(2,3),(3,2) and (4,1).
Hence total number of ways of choosing such that sum will be five is

4. Thus the required probability is: % = i .

Example 1.9.3: From a pack of 52 cards, seven cards are drawn
randomly. Find the probability of four cards will be black and three
cards will be red?

Department of Mathematics
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Solution: Total number of ways of drawing seven card from52 cards
is: (572). Now total number of ways of choosing seven card such that
four cards will be black and three cards will be red is (246) X (236). Thus
(246)X(236) B %

(3?) = 5593"°

the required probability is:

Example 1.9.4: Let(S,Q,P) is a probability space and @ € (1 be
empty set. Then find P(®).

Solution: We know that @ and S are trivially disjoint sets. Therefore
1=P(S) = PSUD)=P(S)+P(@®) =1+ P(P) this
givesP(®) = 0.

Example 1.9.5: LetS = {1,2,3, ..., n, ... }be a sample space and be
power set of S and for E € Q,P(E) = Y, zin Then show that (S,Q, P)

neE
is a probability space.

Solution: Since sum of positive real number is positive,

therefore P(E) = 0, for every events E in 2. And P(S) = Y, L—

lsn<oo 2"
1. As we know that in a convergent series rearrangement does not alter
the series sum, therefore third axiom follows.

Example 1.9.6: An integer is chosen at random from two hundred
digits. What is the probability that the integer is divisible by 6 or 8.

Solution: The sample space of the random experiment is: S =

{1,2,3,...........,199,200} > n(S) = 200. The event A: ‘integer
chosen is divisible by 6 ¢ has the sample points given by : A =
(612,18, .. ...,198} = n(4) = == = 33. Therefore P(A) = % =
%. Similarly the event B: ‘integer chosen is divisible by 8” has the
sample points given by : A = {8,16,24, .......,200} = n(B) = % =
25. Therefore P(B) = % = %. The LCM of 6 and 8 is 24. Hence,
a number is divisible by both6 and 8, if it is divisible by 24. Therefore
ANB ={244872,.....192} > n(AnB) = % =8 =

P(ANB) ==
200 )
Hence, the required probability is: from equation (1.8.4) P(A U B) = "

Example 1.9.7:A card is drawn from a pack of 52 cards. Find the
probability of getting a king or a red card.

Solution: Let us define the following events :

Department of Mathematics
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A: the card drawn is a king, B: the card drawn is heart, C: the card
drawn is red card. Then A, Band C are not mutually exclusive.

(A N B): the card drawn is the king of hearts it implies that n(4 N
B) =1. (BNC) =B: the card drawn is a heart (since B c C) it
implies n(B N C) = 13.C N A:the card drawn is the king of hearts it

implies that n(A N B N C) = 1. Therefore P(A) = % = %;P(B) =

13 26 1 13
E;P(C) =5 P(ANB) =§;P(B NnC) =§;P(CHA) =
52—2; P(ANBNC) = %.The required probability of getting a king or
heart or a red card is given by:
P(AUBUC)=P(A)+PB)+P()—P(ANB)— P(BNC)

— P(CNnA)+ PANBNC)

4 13 26 1 13 2 1 28 7

5252 V52752 52 52752 52 13

Example 1.9.8:An MBA applies for a job in two firms X and Y. The
probability of his being selected in firm X is 0.7 and being rejected at
Y is 0.5. The probability of his being selected in firm X is 0.7 and
being rejected at Y is 0.5. The probability of at least one of his
applications being rejected is 0.6. What is probability that he will be
selected that he will be selected in one of the firms?

Solution: Let A and B denote the events that the person is selected in
firms X and Y respectively. Then in the usual notations, we are
given:P(A) = 0.7 = P(A)=1-0.7=0.3,P(B) =0.5= P(B) =
1-05=05 and P(A UB) =0.6 =P(A) + P(B) — P(ANn B).
The probability that the persons will be selected in one of the two firms
X and Y is given by: P(AUB)=1—-P(A UB)=1—-{P(4) +
P(B)—P(Au B)}=1-(03+0.5-0.6) =0.8.

1.10.SUMMARY:-

In this unit, we have studied the basic terminology used in
probability. We have also read about the basic idea of probability with
some theorems and examples. We have defined probability function. In
this unit first we have defined Random experiments, Elementary events
and Sample Space with examples. After that we have described the
definition of Probability with examples then Axiomatic Probability
defined. In this unit Translation of events in set theory operation also
defined. This unit is basic outlook of Probability theory and concepts
of this unit will be beneficial for the learners in the upcoming units.

Department of Mathematics
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1.11. GLOSSARY:-

(1) Set

(i)  Event

(iii))  Trial

(iv)  Sample space.

) Probability.

(Vi)  Mutually exclusive.

1.12.REFERENCE BOOKS:-

1. S. C. Gupta and V. K. Kapoor, (2020), Fundamentals of
mathematical statistics, Sultan Chand & Sons.

2. Seymour Lipschutz and John J. Schiller, (2017), Schaum's
Outline: Introduction to Probability and Statistics, McGraw
Hill Professional.

3. J. S. Milton and J. C. Arold , (2003), Introduction to
Probability and Statistics (4”1 Edition), Tata McGraw-Hill

4. https://www.wikipedia.org.

1.13. SUGGESTED READINGS:-

1. AM. Goon,(1998), Fundamental of Statistics
(7" Edition), 1998.

2. R.V. Hogg and A.T. Craig, (2002), Introduction
to Mathematical Statistics, MacMacMillan,

2002.

3. Jim Pitman, (1993), Probability, Springer-
Verlag.

4. https://archive.nptel.ac.in/courses/111/105/1111
05090

1.14. TERMINAL QUESTIONS:-

TQ 1: Consider a group of 3 men and 2 women and 4 children. From
this group four persons are chosen at random. What is the probability
of exactly two of them will be children.

TQ 2: What is the probability of a random arrangement of the letters
UN,LV.E,R,S,I,T,Y, such that two I's do not appear together.

TQ 3: Let Ey, E,, ..., E, are n events. Then show that

P( U E)< ¥ P(E)

1sisn 1<isn

TQ 4: Let E;, E, are twoevents. Then show that

Department of Mathematics
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P(E,NE;)>1—-P(E) — P(ES)

TQS: Let £y, E,, ..., E,, are n events. Then show that
P(lsrL)Sn Ey=( % P(Ei)) —(n-1).

1<isn
TQ6: Define the Probability in your words?.......eeneeneenneenneennes
TQ7: Application of Probability in daily life?.......nnenneneeneennens

TQ8 The probability that a learner passes a Physics test is § and the
probability that He passes both a Physics test and an English test is
i—:.The probability that he Passes at least one test is %What is the
probability that he passes the EnglishTest?

TQ9 Three newspapers A,B and C are published in a Haldwani,
Uttarakhand. It is Estimated from a survey that of the adult population
:20% read A, 16% read B, 14% readC, 8% read both Aand B, 5% read
both A and C, 4% read both B and C, 2%read all three. Find what
percentage read at least one of the papers?

1.15.ANSWER:-

Answer of Check your progress Questions:-

CYQ 1: n(E,) = 26and n(E,) = 2.

CYQ2: Probability that a leap year contains 53 Monday is 2/7.

CYQ3: Probability that one ball is black and one ball is white, is
20/45=4/9.

CYQ4: (i)(E1 NE, N E_g) U(E; N E;NE3)U (E;NEyNE3):
(ii)(E_1 N E_an_3) or E;UE, UE;

CYQS5: False.

Nothing can have probability 1000 percent -- probability values are

restricted to zero to one, or to zero percent to 100 percent. Note that

1.00 = 100 percent, just as one dollar = 100 cents.

CYQ6: True

If something has probability 90 percent, it can be expected to happen

about nine times as often as its opposite. Depends on whether

“something” and “its opposite” are the only alternatives -- if they are

mutually exclusive and collectively exhaustive, then yes, at least as the

expected value of a sequence of random trials.

Answer of Terminal Questions:-
TQ 1: 10/21.
TQ2: 4/5.

TQS: g
TQY: 0.35.

Department of Mathematics
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UNIT 2:- CONDITIONAL PROBABILITY

CONTENTS:

2.1 Introduction

2.2 Objectives

2.3  Multiplication Theorem of Probability

2.4 Independent Events
2.4.1. Definition of Independent Events and Theorems
2.4.2. Pairwise Independent Events
2.4.3. Mutually Independent Events
2.4.4 Solved Examples

2.5 Bayes’ Theorem

2.6  Solved Examples

2.7 Summary

2.8 Glossary

2.9 References

2.10 Suggested Readings

2.11 Terminal Questions

2.12 Answers

2.1. INTRODUCTION:-

Conditional probability is known as the possibility of an event
or outcome happening, based on the existence of a previous event or
outcome. It is deliberated by multiplying the probability of the
preceding event by the renewed probability of the succeeding, or
conditional, event. Since we discussed earlier, the probability P(A4) of
an event A represents the likelihood that a random experiment will
result in an outcome in the set A relative to the sample space S of the
random experiment. However, quite often, while evaluating some
event probability, earlier we have some information emerging from the
experiment.

For example, if we have initial information that the outcome of
the random experiment must be in a set B of S, then this information
must be used to reassess the likelihood that the outcome will also be in
B. This reassess probability is indicate by P(A/B)and is read as the
conditional probability of the event A, given that the event B has
already happened.

Department of Mathematics
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Ref:

https://towardsdatascience.com/deri

SAMPLE SPACE

ving-bayes-theorem-the-easy-way-

5910¢73496db

Fig. 2.1.1

Conditional probability clarifies by the following illustration.

Let us consider a random experiment of drawing a card from a

pack of cards. Then the probability of happening of the event
1

A: “The card drawn is a king”, is given by: P(A) = é =
Now suppose that a card is drawn and we are informed that the
drawn card is red. How does this information affect the
likelihood of the event A?. Obviously, if the event B: ‘The card
is red’, has happened, the event ‘Black card’ is not possible.
Hence the probability of the event A must be computed relative
to the new sample space ‘B’ which consists of 26 sample
points(red cards only), i.e., n(B) = 26. Among these 26 red
cards, there are two (red) kings so that n(ANB) = 2. Hence,
the required probability is given by:P(A4/B) =n(ANB)/
n(B)=2/26 =1/13.

2.2.0BJECTIVES:-

After studying this unit learner will be able to:

el

Explain the notion of Conditional probability.

Discuss the independent events.

Analyze the concept of Bays’ Theorem.

Solve the problem related to Conditional probability and Bays’

Theorem.

23.MULTIPLICATION THEOREM OF
PROBABILITY:-

Theorem 2.3.1.For two events A and B,

P(ANnB) =P(A).P(B/A),P(A) >0
=P@)PG)P@)>ommmma&n
where P(B/A) represents conditional probability of occurrence

of B when the event A has already happened and P(A/B) is the
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conditional probability of happening of A, given that B has already
happened.

Proof. In the usual notation we know that

P(A) = (n(A))/(n(S)), P(B) = (n(B))/(n(S)) and P(AN B) =
n(A N B)/(N(S))errrrrrnne 2.3.2)

For the conditional event A/B, the favourable outcomes must be one of
the sample points of B, i.c., for the event A/B, the sample space is B
and out of the n(B) sample points, n(4 N B) pertain to the occurrence
of the event A, therefore P(4/B) = n(ANB)/n(B) . Using equation
number (2.3.2)

P(ANB) =n(B)/(n(S)) xn(An B)/(n(B)) = P(B).P(A/

23 PR (2.3.3)

Similarly, we get from (2.3.2)

_n(4) _ n(AnB) _
P(ANB) =20 x 0 =

B
P(A).P (Z) TR o 3 7 )

From (2.3.3) and (2.3.4) we get the result (2.3.1).
Therefore “the probability of the simultaneous occurrence of two
events A and B is equal to the product of the probability of one of these

events and the conditional probability of the other, given that the first
one has occurred.

Remark 2.3.1: The conditional probabilityP(B/A) and P(A/B) are
defined if and only if P(A) # 0 and P(B) # 0, respectively.

Remark 2.3.2: For P(B) > 0,P(A/B) < P(4).

Remark 2.3.3: The conditional probability P(A/B) is not defined if
P(B) = 0.

Remark 2.3.4:P(B/B) = 1.

2.4. INDEPENDENT EVENTS:-

Consider the experiment of throwing two dice, say die 1 and
die 2. It is obvious that the occurrence of a certain number of dots on
the die 1 has nothing to do with a similar event for the die 2. The two
are quite independent of each other, so to say. But suppose, the two
dice were connected with a piece of thread before being thrown. The
situation changes. This time the two events are not independent in as
much as that the uppermost face of one die will have something to do
in causing a particular face of the other die to be uppermost; and the
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shorter the thread, the more is this influence or dependence. Similarly,
if we draw two cards from pack of cards in succession, then the results
of the two draws are in independent if the cards are drawn with
replacement (i.e., if the first card drawn in placed back in the pack
before drawing the second card) and the results of the two draws are
not independent if the cards are drawn without replacement.

2.4.1. DEFINITION OF INDEPENDENT EVENTS AND
THEOREMS:-

e Two or more events are said to be independent if the happening
or non-happening of any one of them, does not, in any way,
affect the happening of others.

e An event A is said to be independent (or statistically
independent) of another event B,

If the conditional probability of Agiven B, i.e., P(A/B) is equal
to the unconditional probability of B,

i.e., if P(A/B) = P(A) wcvmmrrserruns (2.4.1)

It is important that P(B) # 0.

e Similarly, If the conditional probability of Agiven B, i.e., P(B/
A) is equal to the unconditional probability of B,

ie.,if P (g) = P(B) e oo (224.2)
in this case P(A) # 0.

Theorem 2.4.1. If the events A and B are such that P(A) # 0, P(B) # 0
and A is independent of B, then B is independent of A.

Proof. Since the event A is independent of B, therefore P(A/B) =
P(A) = (P(AN B))/(P(B)) = P(A) = P(AN B) = P(A)P(B). Therefore

P;B(j)“) = P(B)[ Since P(A)#0 and ANB=BNA] It implies that

P(B/A) = P(B) it implies that B is independent of A.

e Ais independent of B and B is independent of A it means
A and B are independent.
e For any eventAin S, A and the null event @ are
independent also A and S are independent.
L]
Theorem2.4.2.(Multiplication Theorem of Probability for
Independent Events).
If the A and B are two events with positive probabilities are such that
P(A) # 0, P(B) # 0 thenA and B are independent if and only if
P(ANB) = P(A)P(B)eceeeeenirmmmnnsumcsensanssessusssessessssssessane (2.4.3)

Proof. Since, P(ANB) = P(A).P(B/A) = P(B).P(A/B); P(A) #
0,P(B) # 0....... (2.4.4)

A is independent of B and B is independent of A then,

P(A/B) = P(A) and P(B/A) = P(B).ccvtuvurnnnne. (2.4.5)
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From (2.4.3) and (2.4.4), we get P(AN B) = P(A)P(B), as required.
Conversely, if (2.4.3) holds, then we get

P(ANB)_ A

o5, =P =P(5)=P(4)

P(ANB)
P(B)

=P(B) :P(%):P(B)

(2.4.6) implies that A and B are independent events. Hence, for
independent events A and B,the probability that both of these occur
simultaneously is the product of their respective probabilities. This
Rule is known as the Multiplication Rule of Probability.

Theorem 2.4.3.For n eventsA;, A5, A5 ... ... ... ... A, we have
P(A1NAzN.....NAy) = P(A1)P(A2/A1 )P(A3/(A1NAy)).... P(An/
AN Ay NoNee A q) ceeseenees (2.4.7).

Where P(A;/AjNAr N.....nA; represents the conditional

probability of the event A;, Ay ....A; have already happened.

Theorem 2.4.4. Necessary and sufficient condition for independence
ofn eventsAq, A,, Az ... ... ... ... Apis  that the probability of their
simultaneous happening is equal to the product of their respective
probabilities, i.e.,

P(A;NA; N .....NA,) = P(A4,) P(A)P(A3) ... P(Ap) oo e conn(2.4.8)

Theorem 2.4.5. For a fixed B with P(B) > 0, P(A/B)is probability
fuction.

Theorem 2.4.6. For any three events A4, B and C,
P((AUB)/C)=PA/C)+PB/C)—P((ANnB)/(C)...... 2.4.9)

Theorem 2.4.7. For any three events A, B and C,

P((ANB)/C)+ P((AnB)/C)=P(A/C)....... (2.4.10)
Theorem 2.4.8. For any three events 4, B and C defined on the sample
space Ssuch that

B c Cand P(A) > 0,P(B/A) S P(C/A).cucueueiuininen. (2.4.11)

Theorem 2.4.9. If A and B are independent events, then

(1) A and B are independent events.
(i) AandB are independent events
(iii) A and B are independent events........ueeen.s (2.4.12)
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2.4.2.PAIRWISE INDEPENDENT EVENTS:-

Consider n events A;,A,, Az ... ... ... .. A, defined on the same
sample space so that P(4;) > 0;i = 1,2, ... ...., n these events are said
to be pair wise independent if every pair of two events is independent
in the sense of the definition given in Multiplication Theorem of

Probability for Independent Events. The events
Ay, A5, Az ... ... ... ... A, are said to be pairwise independent if and only

if:

P(A;n4;) =PADP(4)), i#j=12...... Neee o enn(2.4.13)

In particular A4, A,, Azare said to be pairwise independent if and only
if :

P(Ay N A;) = P(AP(4;), P(A; N As) = P(A1)P(43),

P(A; N A3) = P(A2)P(A3) e (2.4.14)

2.4.3.MUTUALLY INDEPENDENT EVENTS:-

Let S denote the sample space for a number of events. The
events inS are said to be mutually independent if the probability of the
simultaneous occurrence of (any) finite number of them is equal to the
product of their separate probabilities.

The events A;,A4,, Az ... ...... ... A, in a sample space S are said
to be mutually independent if:

P(All nALZ n. nALk) - P(All)P(AIZ) P(Alk) k
=23,. B ..(2.4.15)

Hence, the events are mutually independent if they are independent by
pairs, and by triplets, and by quadruples, and so on.

Theorem 2.4.10.1f 4, B, C are mutually independent events then A U B
and C are also independent.

Theorem 2.4.11 If A, B and C are random events in a sample space and
if ,B and C are pairwise independent and A is independent of B U
C,then A, B and C are mutually independent.

2.4.4. SOLVED EXAMPLES:-

Example 2.4.4.1. If A N B = @, then show that P(4) < P(B).

Solution: Since A= (ANB)UANB)=0U(ANB)=ANB
(SinceA N B = Q).
AS B = P(A) <P(B).
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* Since AN B = @, we have A € B, which implies that
P(A) S P(B) coi oo et e e et e e e e e wn(2.4.4.1)

Example 2.4.4.2. Let Aand B be two events such that P(A) =% and
P(A) = g, show that
(@)P(AUB) = 2and(h)= < P(ANB) <

o | x

Solution: We have A ¢ (AUB) = P(ANB) < P(B) = g........(2.4.4.2)
Also P(AUB) = P(4) + P(B) — P(ANB) < 1 :%+§— 1< PN

B).Therefore, 6+Z‘8 <P(ANB) = g <PANB) ... .(24.43)
From (2.4.3.1) and (2.4.3.2) 2 < P(AN B) < g......(2.4.4.4)

Example 2.4.4.3.For any two events A and B,
P(ANB) < P(A) <P(AUB) <P(A)+P(B) ccveevneenennnnn. (2.4.4.5)

Proof. Since we know that A=(ANB)U(ANB). So by the
definition of probability

P(A)=P[(ANB)U(ANB)]=P(AnB)+P(ANnB).Now P[(AN
B)] = 0. Therefore P(A) = P(ANB) ... ... (2.4.4.6)

Similarly, P(B) = P(A n B) it implies that P(B) — P(AN B) = 0.

P(AUB) =P(A) +P(B) —P(ANB).ccveoeeer. (2.4.4.7)
Therefore, P(A U B) = P(A) it implies that

P(A) <P(ANB)....... (2.4.4.8)

Also,

P(AUB) S P(A) 4 P(B)eeeeeeeeieiieieeiieeeneenensenensensanenns (2.4.4.9)

Hence, from (2.4.4.6), (2.4.4.7), (2.4.4.8) and (2.4.4.9) we get,
P(ANB) < P(A) < P(AUB) <P(A) + P(B).

Example 2.4.4.4. The odds against Manager X settling the wage dispute
with the workers are 8: 6 and odds in favour of manager Y setting the
same dispute are 14: 16.

(1) What is the chance that neither settles the dispute, if they both
try, independently of each other?
(i) What is the probability that dispute will be settled?

Solution:
(i) Let A be the event that the manager X will settle the dispute and
B be the event that the manager Y will settle the dispute. Then

clearly,

D == %itimpli —1-pPD=2=2%pB) =
PE:l) = e = it implies that P(4) = 1 P(AiG— ” g 7.P(B) =
= —itimplies that P(A) =1 — P(B) = = —. The

14+1 15 1441 15

required probability that neither settles the dispute is given by:
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P(AnB) = P(A) x P(B) =§ X 1% = %. (Since A and B are

independent it implies that Aand B are also independent events).

(i1) The dispute will be settled if at least one of the managers X and
Ysettles the dispute. Hence the required probability is given by:
P(A U B)= Probability [at least one of X and Ysettles the

dispute.] = 1- Probability [None settles the dispute] = 1 —
73

R 32
P(ANB) = 1_E_E'
Example 2.4.4.5.A box contains 6 red, 4 white and 5 black balls. A
person draws 4 balls from the box at random. Find the probability that
among the balls drawn there is at least one ball of each other.

Solution: The required event E that ‘in a draw of 4 balls from the box at
random there is at least one ball of each ‘color’, can materialize in the
following mutually disjoint ways:

(1) 1 red, 1 white and 2 black balls; (ii) 2 red, 1 white and 1 black balls;
(ii1) 1 red, 2 white and 1 black balls. Hence by addition theorem of
probability, the required probability is given by:

P(E) = P(i) + P(ii) + P(iii)

_@OxGxG), @*xQ=Q), OxG)x()
(s) ) Cs)
=(1%5)[6><4><10+15><4><5+6><6><5]

4! 24 x 720

= TS x 14 x 13 x 12 240 +300+180)  =e=—r——ars
= 0.5275.

Example 6. Data on readership of a certain magazine show that the
proportion of ‘male’ readers under 35 is 0.40 and over 35is 0.20. If
the proportion of readers under 35 is 0.70, find the proportion of
subscribers that are “females over 35 years”. Also calculate the
probability that a randomly selected male subscriber is under 35 years
of age.

Solution. Let us define the following events:

A: Reader of the magazine is a male.

B: Reader of the magazine is over 35 years of age.

Then in usual notations, we are given: P(ANB) = 0.20,P(ANB) =
0.40andP(B) = 0.70 = P(B) = 0.30.

(i) The proportion of subscribers that are ‘female overover35 years’ is:
P(AnB)=P(B)—P(ANnB)=0.30-0.20 — 0.10 = 0.10.
(ii) The probability that a randomly selected male subscribers is under
35 years is:
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_,  _P(AnB) 040
P(B/4) = P(4A) 060

[Since, P(A) = P(ANB) + P(ANB) = 0.20 + 0.40 = 0.60]

2
3

CHECK YOUR PROGRESS

Problem1.An urn contains 4 tickets numbered 1,2,3,4 and another contains
6 tickets numbered 2,4, 6,7,8,9. If one of the two urns is chosen at
random and a ticket is drawn at random from the chosen urn, find the
probabilities that the ticket drawn bears the number (i) 2 or 4, (ii) 3,
(iii) 1 or 9.

Problem 2. From a city population, the probability of selecting (i) a
L7 .2 )
male or a smoker is T (i1) a male smoker is > and (iii) a male, if a

smoker is already selected is § Find the probability of selecting (a) a
non-smoker, (b) a male (c) a smoker, if a male is first selected.

Problem 3. IfA and B are two events such that (A U B) = g, P(ANB) =

g, P(B) = %, then the events A and B are (i) Dependent (ii)
Independent (iii) Mutually exclusive (iv) None of these.

Problem 4. For two events Aand P(B) = 0.4, P(B) =p, P(AUB) =

.6. Then p equals

(1) 0.2whenA and B are mutually disjoint (ii) 0.2 when A and B are
independent

(ii1) Not determined in any case (iv) 0.2 when A and B are dependent

2.5.BAYES’ THEOREM:-

Bayes’ theorem which was given by Thomas Bayes, a British
Mathematician, in 1763, provides a means for making these
probability calculations .Bayes' Theorem states that the conditional
probability of an event, based on the occurrence of another event, is
equal to the likelihood of the second event given the first event
multiplied by the probability of the first event.
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e To prove the
Bayes'  theorem,
use the concept of
conditional
probability
formula.

Theorem 2.5.1. Bayes’
Theorem. If
E1,Ey Egye e e v e e E, 5088
are mutually disjoint
events with  P(E;) # 3 :
0,i=12 .cc..,n), A
then for any arbitrary THOMAS BAYES
event A which is subset of (1701-1761)
Ui=1 E; such that P(A) > Fig.2.5.1

0, we have o .Ref: i
P (E;/A) = https://en.wikipedia.org/wiki/Thomas_Ba
P(EDP(A/E}) yes

N, P(EDP(A/E)
P(E))P(4/E;) .
P@a) '

Proof. Since A ¢ U}, E;. Since by distributive law we have, A=AnN
(UL E) =UYL(ANE).Since (ANE;) cE;,(i=1.2,....,n) are
mutually disjoint events, we have by addition theorem of probability:

P(A) = P{US,(ANE)} = 3%, P{E} P(A/E)eerreeererrssssse (2.5.2)

By multiplication theorem of probability.
Also we have P(AN E;) = P(A)P(E;/A).
P(ANE;) _ P(E;)P(A/E;)

. . E; _
it implies that P {Z} = TP I PGEDPGA/ED [from (2.5.2)].
Remark 2.5.1.
P(E,).P(E,)....P(E,) ‘Prior probabilities.’
P (é) =12, n ‘likelihoods’
E{
p {E},i — 123 . ‘Posterior probabilities.’
A
Remark 2.5.2. IfE;, E,, E5, ... .. ... .. o En constltute a dlSJOll’lt
partition of the sample space S and P(E ) #0,(G= ., ),

then for any arbitrary event A in S we have,
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P(4) = i P(E)P (3) e (2.5.3)
i=1 !

Remark 2.5.3.limitations of Bayes Theorem. The Bayesian approach
has no general way to represent and handle the uncertainty within the
background knowledge and the prior probability function. This is a
serious limitation of Bayesianism, both in theory and in application.

Theorem 2.5.4.Bayes’ Theorem for Future Events. The probability

of the  materialisation of another event C. given
(C/ANE),P(C/ANE,),............ P(C/ANE,) is given by:
C/ \ — IRy PEDPA/EIP(C/ENA)
P(%/p) ST pop@Ey e e (2:5.4)

e Bayes theorem gives the probability of an “event” with the
given information on “tests”. There is a difference between
“events” and “tests”.

e For example there is a test for liver disease, which is different
from actually having the liver disease, i.e. an event. Rare events
might be having a higher false positive rate.

2.6. SOLVED EXAMPLES:-

Example 2.6.1.Suppose that a product is produced in three
factoriesX, Y and Z. It is known that factory X produces thrice as many
items as factoryY, and that factories Y and Z produce the same number
of items. Assume that it is known that 3 per cent of the items produced
by each of the factories X and Z are defective while 5 per cent of those
manufactured by factory Y are defective. All the items produced in
three factories are stoked, and an item of product is selected at random.

(1) What is the probability that this item is defective?

(i) If an item selected at random is found to be defective, what
is the probability that it was produced by factory X,Y and Z
respectively?

Solution. Let the number of items produced by each of the factories Y
and Z be X, Y and n. Then the number of items produced by the factory
Xis 3n. Let E4, E, and E5 denote the events that the items are produced
by factory X,Y and Z respectively and let A be the event of the item
being defective. Then we have,

P(Ey) = ——— = 0.6; P(E;) = 2~ = 0.2and P(E,) = == = 0.2.
Also,P(A/E,) = P(A/E5;) = 0.03 and P(A/E,) = 0.05(Given).
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(i) The probability that an item selected at random from the stock is
defective is given by:

P(4) = {U(A nE, )} z P{E;} P(A/E))

= P(E,)(A/Ey) +P(E2)(A/E2) + P(E3)(A/E3)
= 0.6 X 0.03+ 0.2 xX0.05+ 0.2 x0.03 =0.034.

(i1) By Bayes’ Rule, the required probabilities are given by:
P(E,)P(A/E;) 0.6x0.03 0.018 9

P(Ev/A) =—pay = 0034 ~003a 17
_ P(E))P(4/E;) 02x005 0010 5
P(Eo/4) = P(A) T 0.034 0034 17
P(E5)P(A/E;)  0.006 3
P(Es/A) = P(A) 0034 17

It implies that P (E3/A) =1— [P (E;/A) +P(E;/JA) ] =1—-
9 5\ _ 3
(G+5)=5

Example 2.6.2.From a vessel containing 3 white and 5 black balls, 4
balls are transferred into an empty vessel. From this vessel a ball is
drawn and is found to be white. What is the probability that out of four
balls transferred 3 are white and 1 is black?

Solution. Let us define the following events:
E;: Transfer of 0 white and 4 black balls.
E,: Transfer of 1 white and 3 black balls.
E5: Transfer of 2 white and 2 black balls.
E,: Transfer of 3 white and 1 black balls
(Since the urn contains 3 white balls, more than 3 white balls
cannot be transferred from the vessel)
E: Drawing of a white ball from the second vessel.

Then P(E,) = G)_

® 1w
Py =02
G)x3) _3
P(E3) - (4) _;a
P(E,) = (3)(>§§1) :ﬁ’

Also  P(E/E)) =0, P(E/E;) = +P(E/E5) =% and

3
P(E/E,) = "

Hence, by Bayes Theorem, the probability that out of four balls
transferred, 3 are white and is black is:
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1 3
1477 3
P(E4/E) = 3 3 1 1 3
6+12+3
ﬁX10+7X4+7X7+ﬁXZ
=2 =014
CHECK YOUR PROGRESS

Problem 5.In 2002 there will be three candidates for the
position of principal —Mr.Chatterji, Mr.Ayangar and
Dr.Singh-whose chances of getting the appointment are
in the proportion 4: 2: 3 respectively.The probability that
Mr.Chatterji if selected would introduce co-education in
the college is 0.3 The probabilities of Mr.Ayangar and
Dr. Singh doing the same are respectively
0.5 and 0.8.
1. What is probability that there will be co-
education in the college in 2003?
I, If there is coeducation in the college in 2003,
what is the probability that Dr.Singh is the
principal.

2.7. SUMMARY:-

This unit basically based on conditional probability. We are
starting with the Introduction and Objectives. In this unit we are
giving the definition and proof of Multiplication Theorem of
Probability. We also explain the Definition of Independent Events and
Theorems, Pairwise Independent Events, Mutually Independent
Events. Our main focus in this unit is state and proof of Bayes’
Theorem and the problems related with Bayes’ Theorem.

2.8.GLOSSARY:-

i.  Probability.
ii.  Conditional probability.
iii.  Independent Events.
iv.  Prior probabilities.
v.  Likelihoods.
vi.  Posterior probabilities.
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2.11. TERMINAL QUESTIONS:-

TQ1 State and prove Baye’s Theorem?

TQ2 What are the criticisms against the use of Baye’s Theorem in
probability theory?

TQ3. One shot is fired from each of the three guns. E;, E,, Ezdenote
the events that the target is hit by the first, second and third guns
respectively. If P(E;) = 0.5, P(E,) = 0.6 and P(E3;) =0.8 and
E,, E,, E;, are independent events, find the probability that (a) exactly
one hit is registered, and (b) at least two hits are registered.

TQ4.Two computersA and B are to be marketed. A salesman who is
assigned the job of finding customers for them has 60% and 40%
chances respectively of succeeding in case of computer A and B.The
two computers can be sold independently. Given that he was able to
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sell at least one computer, what is the probability that computer A has
been sold?

TQS. The probabilities of X, Y and Z becoming managers are g, % and§
respectively. The probabilities that the Bonus Scheme will be
introduced if , Y and Z becomes managers aref—o, % and g respectively

(i)What is the probability that Bonus Scheme will be introduced, and
(ii) if the Bonus Scheme has been introduced, what is the probability
that the manager appointed was X?

2.12.ANSWER:-

Answer of Check your progress Questions:-
NS on1l/ N5
CYQ1: (i) 5 (i) 3 (iii) o
3,.1,...44
CYQ 2:(a) z (it) > (iii) =
CYQ3: Independent.
CYQ 4:.0.2 whenA and B are mutually disjoint.
N 23 .12
Answer of Terminal Questions:-
TQ 3: (i)0.26 (ii)0.70.

TQ4:0.79.

TQS: (i)g(ii)%.
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3.3 Random Variable

3.4 Distribution Functions

3.5 Discrete Random Variable
3.5.1. Probability Mass Function
3.5.2 Discrete Distribution Function

3.6 Continuous Random Variable
3.6.1. Probability Density Function
3.6.2. Continuous Distribution Function

3.7  Solved Examples

3.8 Summary

3.9 Glossary

3.10 References

3.11 Suggested Readings

3.12 Terminal Questions

3.13 Answers

3.1. INTRODUCTION:-

In this unit we are expanding the theory of probability and we
are describing the concept random variable. The concept of random
variables was introduced by Pafnuty Chebyshev (1821-1894), who
in the mid-nineteenth century defined a random variable as “a real
variable which can assume different values with different
probabilities” (Spanos /999, p. 35). The concept is closely tied to
the theory of probability, which has been studied since the
seventeenth century. However, the modern understanding of
random variables and their relation to probability arrived more
recently, dating to the work by Andrey Kolmogorov (7933).Many
examples of random variables appear in the social sciences.

Pafnuty Chebyshev (1821-1894),

Ref:https://en.wikipedia.org/wiki/Pafnuty Chebyshev#/media/File:
Pafnuty Lvovich Chebyshev.jpg

Fig3.1.1
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3.2. OBJECTIVES:-

After studying this unit learner will be able to:
1. Explain the notion of Random variable.
2. Analyse the concept of distribution function.
3. Visualize the Probability Mass/Density Functions

3.3.RANDOM VARIABLE:-

If a real variable X be associated with the outcome of a random
experiment, then since the values which X takes depend on chance, it is
called a random variable .A rule that assigns a real number to each
outcome is called random variable. The rule is nothing but a function
of the variable, say, X that assigns a unique value to each outcome of
the random experiment. It is clear that there is a value for each
outcome, which it takes with certain probability. Thus when a variable
X takes the values x; with probability p;(i = 1,2,3,,....n), then X is
called random variable or a stochastic variable or simply a variate.

e If a random experiment E consists of tossing a pair of dice, the
sum X of the two numbers which turn up have the value
2,34, ...........12 depending on chance. Then X is the random
variable. It is function whose values are real numbers and
depend on chance.

e If a random experiment E consists of two tosses the random
variable which is the number of heads (0,1or 2).

Outcome HH HT TH TT

Value of X 2 1 1 0

Thus to each outcome w, there corresponds a real number X (w).Since
the points of the sample space S correspond to outcomes, the means
that a real number, which we denoted by X(w), is defined for each
w € S.

Definition 3.3.1: Let S be the sample space associated with a given
random experiment. A real — valued function defined on S and taking
values in R(—o0, ) is called a one — dimensional random variable. If
the function values are ordered pairs of real numbers (i.e., vectors in
two space), the function is said to be a two — dimensional random
variable. More generally, an n — dimensional random variable is
simply a function whose domain in S and whose range is a collection
of n — tuples of real numbers (vectors in n — space).

Let us consider the probability space, the triplet (S, B, P), where S is
the sample space, viz,
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space of outcomes, B is the o — field of subsets in S, and P is a
probability function on B.

Definition 3.3.2:A random variable (r.v) is a function X(w)with
domain S and range(—oo, o) such that for every real number a, the
event [w:X(w) < a] € B.

e One dimensional random variables will be denoted by capital
letters, X,Y,Z, ... ... etc. A typical outcome of the experiment
(i.e., a typical element of the sample space) will be denoted by
w or e. Thus X(w) represents the real number which the
random variable X associates with the outcome w. The values
which X,Y,Z, ... ... etc., can assume are denoted by lower case
letters, viz., X,¥,Z, . v ... , etc.

e If X; and X, are random variables and C is a constant then
C1X; + C,X, is a random variable for constants C; and C,. In
particular, X; — X, is a random variable.

e If X is a random variable than
(i) %, where (%) (w) = 0 if X(w) =0,

(i)X,; (w) = max{0, X (w)},
(iii)X_ (w) = max{0, X (w) }and
(iv)|X|, are random variable.

e If X; and X, are random variables, then (i)max[X;, X;], and
min[X,, X,] are also random variables.

e If X is a random variable and f(.) is an increasing function,
then f(X) is a random variable.

e If f is a function of bounded variations on every finite interval

[a,b], and X is a random variable then f(X) is a random
variable.

3.4.DISTRIBUTION FUNCTION:-

Definition3.4.1. Let X be a random variable. The function F defined
for all real x by:
F(x) = PX<x) =P{w:X(w) <x},—-0<x<m,.... 3.4.1)

is called the distribution function (d.f.) of the random variable (X).

Remark 3.4.1. A distribution function is also called the cumulative
distribution function. Sometimes, the notation Fy(x) is used to
emphasise the fact that the distribution function is associated with the
particular random variable (X). Clearly, the domain of the distribution
function is (—oo, +00) and its range is [0,1].
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Properties.
e IfF is the distribution function X and if a < b, then P(a < X <

b) = F(b) — F(a).

Proof. The events'a < X < b’ and 'X < a'are disjoint and their union
is the event 'X < b’., Hence by addition theorem of probability:
P@a<X<bh)+P(X<a)=P(X<h)
= Pla<X<b)=PX<b)—-PX<a)

= F(B) = F(@) e ere e e (3.4.2)
Corollary: Pa<X<bh)=P{(X=a)u(a<X<b)}=
PX=a)+Pla<X<b)}
=PX=a)+[F(b) —F(@)] ..o e cen ... (3.4.2a)

Similarly, we get
Pla<X<b)=Pla<X<b)—P(X =b)
=Fb)—F(a)—PX=Db).........(3.4.2b)
Pla<X<b)=Pla<X<b)+PX=nqa)
Pla<X<b)=F(b)—F(a)—P(X =b)
+PX=a)......(3.42c)

Remark 3.4.2.When P(X=a)=0 and P(X=b) =0, all four
eventsa < X < b,
a<X<ba<X<b and a<X <b have the same probability
F(b) — F(a).
e If F is distribution function of one dimensional random
variable X, then (i)0 < F(x) <1, (i))F(x) < F(y) if x <y.
In other words, all distribution functions are monotonically
non-decreasing and lie between 0&1.
e IfF is distribution function of one dimensional random variable
X then F(—) =limy.,_, F(x) =0 and F(c0) =
limy.,, F(x) = 1.

Proof. Let us express the whole sample space S as a countable union
of disjoint events as follows: § = {Uje;(-—n <X <-n+1}uU
{Un= 0(n<X<n+1)}

:P(S)—ZP( n<X<—n+1)+ZP(n<X<n+1)

=1 nO

=1 = lim E{F( n+1) = F(-m)} + lim Z{F(n +1) - F()}

= llm {F(O) F(—a)} + llm {F(b + 1) —F(0)}
= {F(0) — F(—=)} t {F(OO) — F(0)}

1= F(0) — F(—0) ... .. (34.3)
v —00 < 00, F(—w) < F(oo) Also F(—oo) > 0 and Also F(») < 1.
20 < F(—) < F(o)<1.. . . (3.4.4)

From (3.4.3)and (3.4.4), we get F(—oo) = O and F(oo) =1.
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Remark 3.4.3. Discontinuities of F (x) are at most countable.

Remark 3.4.4. F(a) — F(a—0) = ’llin(l)P(a—h <X <a),h<0 and
F(a+0)—F(a):}lirr(l)P(aSXSa+h)=0,h>0.

3.5.DISCRETE RANDOM VARIABLE:-

A variable which can assume only a countable number of real
values and for which the value which the variable takes depend on
chance, is called a discrete random variable (or discrete stochastic
variable or discrete chance variable). A real valued function defined on
a discrete sample space is called a discrete random variable.

e Marks obtained in a test, number of accidents per month,
number of telephone calls per unit time, number of successes in
n trials, and so on.

e A page in a book can have at most 300 words, X=
Number of misprints on a page.
Solution. X = Number of misprints on a page. Since a page
in a book has at most 300 words, X takes the finite values.
Therefore, random variable X is discrete. Range =
{0,1,2....299,300}

3.5.1. PROBABILITY MASS FUNCTION:-

If X 1is a discrete random variable with distinct values
X1, X, ue e ven s Xppp een e o - then the function p(x) defined as:

_(PX =x) =piifx= x

Px(x) = {0, if x # x50 =12, o
is called the probability mass function (p.m. f.) of random variable X.
The set of ordered pairs {x;,p(x;);i=12,.....,n,......} or
{(x1,p1), (2, 02)) v ven v, (X D) T = 1,2, v ooy, e .}, specifies

the probability distribution of the random variable X.

» The numbers p(x;);i=12,.. must satisfy the
following conditions:
(1) p(x;) = 0Vi, &(i0) X721 p(x;) = 1.

» The set of values which X takes is called the spectrum
of the random variable.
For discrete random variable knowledge of the
probability mass function enables us to compute
probabilities of arbitrary events. In fact, if E is a set of
real numbers. (i) P(X € E) = Y. cgns P(x), where S is
the sample space.
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3.5.2.DISCRETE DISTRIBUTION FUNCTION:-

The distribution function of a discrete random variable is
defined for all real numbers as the probability that the random variable
takes a value less than or equal to this real number. In this case there
are a countable number of points x;, X5, X3 ... ... and numer

pi = 0,272, p; = Lsuch that F(x) = X;.x,<x Pi.
For example, if x;is just the integeri, so that P(X = x;) = p;;i =
1,2,3, ... ... ..., then F(x)
Is a “step function” having jump p, at i, and being constant between
each pair of integers.

fe1

. ]

é 1|0 IIS
X —

Fig.3.5.2

Theorem 3.5.2.1p(x;) = P(X = x;) = F(x;) — F(xj_1), where F is
the distribution function of X.

Proof. Letx; < x, < ---We have,
F(xj) = P(X < xj) = Z{=1p(xi) and F(xj_l) = P(X < xj_l) =
{2 p(x)

F(xj) — F(xj_l) = p(x]) SRR ¢ JFs A §)

3.6. CONTINUOUS RANDOM VARIABLE:-

A random variableX is said to be continuous if it can take all
possible values (integral as well as fractional) between certain limits.
In other words, a random variable is said to be continuous when it’s
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different values cannot be put one-one correspondence with a set of
positive integers.

Graph: Continuous Random Variable
probability density function, f{x)

[ £{x)ax=1.

0.03 4

002 1

0401 4

0 a 20 40 p Gl q 80 b 100

Fig: 3.6.1
https://files.askiitians.com/cdnl/images/201737-12581251-5870-3-
random-variables-and-its-probabilitv-distributions.png

The area under the curve y= f(x) bounded by the X-axis and the
coordinates x = a and x = b is 1, because it represents the total
probability P(a< X <b) which is equal to 1.Also, P (p < X < q) is area
under the curve y = f(x) bounded by the X-axis and the coordinates x =
p and x = q which is shaded in the figure. The graph of the P. D. F
of R. V. Xis called the Probability Curve or Probability Density
Curve.

Example.age, height, weight, etc.

Example. A gymnast goes to the gymnasium regularly. X = Reduction
of his weight in a month.

Solution

X = Reduction of weight in a month, X takes uncountable infinite
values,Therefore, random variable X is continuous.

3.6.1.PROBABILITY DENSITY FUNCTION:-

Probability Density Function fy (x)of the random variable X is defined
as:

B
Pla<X<p)= f f)dx .............(3.6.1.1)

a
The Probability Density Function(p.d. f) fx(x) of the random variable
X has the following properties:
L. f(x)=0.
II. f_+;o f(x)dx = 1.
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II.  The probability P(E’) given by:
P(E) = f f(x)dx.
E

In case of continuous random variables the probability at a

point is always zero.

P(x = ¢) = 0,V Possible values of c.

Pla<sX<p)=Pla<sX<pP)=Pla<X<Pp)
=P@<X<PB)uiiinie e (3.6.1.2).

3.6.2 .CONTINUOUS DISTRIBUTION
FUNCTION:-

If X is continuous random variable with the probability distribution
function f (x), then the function:

Fy(x) =P(X <x) = fx FO)dt,—0 <X < 0 e (3.6.2.1)

1s called the distribution function or sometimes the cumulative
distribution of the random variable X.
» 0<F(x) <1, -0 <x< oo,

> F'(x)==F@) =f(x)20 [+ f(x) is
probability density function].

= F(x) is non-decreasing function of x.

F(-=0) =0, F(0)=1= 0<F(x) <1

F(x) is continuous function of x on the right.

The discontinuities of F(x) are at the most countable.
P(a <x<b)=F(b)—-F(a).
Pla<x<b)=Pla<x<b)=Pla<x<b)=
J; f@©at.

F'(x) = = F(x) = dF (x) = f(x)dx.

dF (x) is known as probability differential of X.

YVVVYVVYVY

Y

3.7.SOLVED EXAMPLES:-

Example 3.7.1.A random variable X has the following probability
function:

Values |0 1 2 3 4 5 6 7
of X, x:

p(x) |0 | k | 2k | 2k | 3k | kK® | 2k | 7k + kP

i. Findk,
ii.  Evaluate P(X < 6),P(X =6),and P(0 < X < 5),
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1 .
. IfP(X <a)> > find the minimum value of a, and
1v.  Determine the distribution function of X.

Solution.
i. Since}._,p(x) = 1,
k + 2k + 2k + 3k + k?>+2k?* + 7k* + k* = 1.
It implies that 10k?+9k —1=0= (10k—1)(k+1)=0=>
k = % or — 1.
But since p(x) cannot be negative, k = —1, is rejected. Hence
1
k= =
ii. PX<6)=PX=0)+PX=1)+PX=2)+
PX=3)+PX=4)+P(X =05),
1,2 3 1 8
10 10 10 100 100,

81
NOWP(X26)—1—P(X<6)—1—E—R

PO<X<5=PX=1)+PX=2)+P(X =3)+
P(X=4)=8k=§.

X Fy(x) =P(X < x)

7

; 8

: e

4 5k=i—0=1§

: 8k:§>§81

6 8k+k2:W803
8k+3k2=ﬁ

7 9k + 10k? =1

iil. X<a)> % By trial, we get a = 4.
iv. The distribution function Fy(x) of X is given in the
adjoining table.

Example 3.7.2.The diameter of an electric cable , say X, is assume to

be a continuous random variable with probability density function :
f(x) =6x(1—-x),0<x<1.

(i) Check that f(x) is probability density function and

(i1) Determine a number b, such that for 0 < x < 1, f(x) = 0.

Solution.Obviously,for 0 < x < 1, f(x) = 0. Now
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1
2 X3

| =1

2 3

Hence f(x) is the probability density function of random variable X.
(i) P(X < b) = P(X > b)
b 1

1 1 1
fdx=6|x(1—x)dx=6|(x—x*)dx =6
Jreoie=e] /

b 1

:>ff(x)dx: ff(x)dx:6fx(1_x)dx _ 6fx(1—x)dx

0 b
1 b2z b3 1 1 bz b3
7‘?0‘7‘?1,:‘(?‘?)‘[(5‘5) (7‘?)]
= 3bh% —2h3 = (1- 3b% + 2b3) = 4bh3 — 6b?% +1=0=
(2b — 1)(2b2 — 2b — 1) = 0.
ThereforeZb—1=O=>b=lor2b2—2b—1=O:>b=

2$V44+8 = —1+2\/_ Hence b = -, is the only real value lying between 0 and

satisfying 3.4. 3.

x2  x3 b_ x2 x3

Example 3.7.3.A continuous random variable X with probability
density function :

f(x) =3x30<x<1.
(i) Determine a and b, such that (i), P(X < a) = P(X > a), and (ii),
P(X>b)=0.05

Solution. Since a and b, such that
(1), P(X < a) = P(X > a), each must be equal to %, because total
probability is always unity,

Therefore
1 : 1 ; 1
P(XSa)zEsz(x)dxzz f 2dx—3 =—>a
0 0 0
1
1\3
-(3)"
3|
GDP(X > b) = 0.05 = ff(x)dx 00523 =1-p’
0

1

1 19\3

=—=bh= (—) .

20 20
Example 3.7.4.A petrol pump is supplied with petrol once a day. If its
daily volume of sales (X) in thousands of liters is distributed by

fx)=51-x%0<x<1,

what must be the capacity of its tank in order that the probability that
its supply will be exhausted in a given day shall be 0.01?

Solution. Let the capacity of the tank (in ‘000 of liters) be ‘a’ such that
1

P(X > a) = 0.01 = f F()dx = 0.01
0
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(1-x)°

1
W]a = 0.01.

= J, 51— x)*dx = 0.01 or [5.

— )5 = L
= (1-—a) =

1\1/5
orl-a=(3-) =1-03981=06019.
Hence the capacity of the tank = 0.6019 X 1,000 liters = 601.9 liters.

CHECK YOUR PROGRESS

The following statements are True\False:

1. A discrete random variable assigns a whole number
to each possible outcome of an experiment. T\F.

2. A continuous random variable cannot assign whole
numbers to all the possible outcomes of an
experiment. T\F.

3. If P(X = x) = 0 for every x, then X = 0. T\F.

4. A Continuous random variable is one that can assume an
uncountable number of valueT\F

5. To be a legitimate probability density function, all
possible values of
f(x) must be non-negative. T\F

6. To be a legitimate probability density function, all
possible values of

f(x) must lie between 0 and 1(inclusive). T\F

3.8. SUMMARY:-

This unit is in important part of Mathematical Statistics. In
this unit we are describing the topic random variable and distribution
function in briefly. The term random variable is often associated with
the idea that value is subject to variations due to chance and a discrete
distribution is a random variable defined as a countable variable. In
unit we also defined the probability density function and probability
mass function.
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3.9. GLOSSARY:-

i.  Random variable

ii.  Distribution function
iii.  Probability density function
iv.  Probability mass function.
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3. 12.TERMINAL QUESTIONS:-

TQ1. Can you give 5 examples of continuous random variables?

TQ3. (i) Is the function defined as follows a density function?

_(e*,x=0
f(x)_{o,x<0.

(i1) If so, determine the probability that the variate having this density with
fall in the interval (1,2)?
(iii) Also find the cumulative probability function?

TQ4. A random variable x has the following probability function:
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Values -2 -1 0 1 2 3
of X, x:

p(x) |0.1 k 0.2 2k 0.3

i. Find k.

1. Calculate mean.
1.  Calculate Variance.

3.13 ANSWER

Answer of Check your progress Questions:-
CYQL. T
CYQ2.T
CYQ3.F
CYQ4.T
CYQ5. T

CYQ6. F
Answer of Terminal Questions:-
TQ3. (i) yes (ii) 0.233 (iii) 0.865.

TQ4. k = .1;u = .8,0% = 2.232.
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UNIT 4:- TRANSFORMATIONS AND
MOMENT GENERATING FUNCTION

CONTENTS:

4.1. Introduction
4.2. Objectives
4.3 Two Dimensional Random Variable
4.3.1 Joint probability mass function
4.3.2 Marginal Probability Function
4.3.3 Conditional Probability Function
4.4  Two — Dimensional Distribution Function
4.4.1 Marginal Distribution Functions
4.4.2 Joint Density Function, Marginal Density Function
4.4.3Conditional Distribution Function
4.4.4 Stochastic Independence
4.5  Transformations
4.5.1Transformation of One Dimensional Random

variable
4.5.2 Transformation of One Dimensional Random
variable
4.6  Solved Examples
4.7  Summary

4.8 Glossary

4.9 References

4.10 Suggested Readings
4.11 Terminal Questions
4.12 Answers

4.1 INTRODUCTION:-

In our previous studies we have so far only considered one-
dimensional random variables, i.e. we assumed that the outcome of a
random experiment could be represented as a single number.
However, in many practical situations there are several
characteristics associated with the elements of a population or a
sample. For example, a physician is interested in several
characteristics of a patient, e.g. age, weight, blood pressure, blood
sugar values etc. In evaluating the competitiveness of the countries of a
certain community, several characteristics are interesting, as e.g. an
index of unemployment, stock prices, exchange values etc.In the
following we restrict ourselves to the study of only two
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characteristics, i.e. we consider two-dimensional random variables.
In this unit we are explaining about the concept of Two Dimensional
Random Variable, Two — Dimensional Distribution Function and
notion of transformation of random variable.

4.2 OBJECTIVES:-

After studying this unit learner will be able to:

1. Explain the concept of Two Dimensional Random Variable

2. Evaluate and defined the Two — Dimensional Distribution
Function.

3. Analyze the notion of transformation of random variable.

4.3. TWO DIMENSIONAL RANDOM
VARIABLE:-

Let LetX and Y be two random variables defined on the sample
space S, then the function (X, Y) that assigns in R?(= R X R), is called
a two-dimensional random variable.If the possible values of (X,Y) are
finite or countably infinite, then (X,Y) is called a two-dimensional
discrete random variable. When (X,Y) is a two-dimensional discrete
random variable the possible values of (X,Y) may be represented as
(x,9;),i=123,....n,j =123, ...m

Example:4.3.1. Consider the experiment of tossing a coin twice. The
sample space is S = {HH,HT,TH,TT}. Let X denotes the number of
heads obtained in the first toss and Y denote the number of heads in the
second toss. Then

S HH HT TH |TT
X(s) 1 1 0 0
Y(s) 1 0 1 0

(X,Y)is a two-dimensional random variable or bi-variate random
variable. The range space of (X, Y)is {(1,1), (1,0), (0,1), (0,0)} which
is finite and so (X, Y)is a two-dimensional discrete random variables.

4.3.1. JOINT PROBABILITY MASS FUNCTION:-

Let Xand Ybe two dimensional discrete random variable,
defined on the sample space S, then the joint discrete function of X, Y,
also called the joint probability mass function of X, Y, denoted by py y
is defined as :
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P(X = x;,Y = yj)foravalue (xl-,yj) of (X,Y)

Py (%0, 3)) = { 0, otherwise

...... (4.3.1.1)

Remark 4.3.1. It may be noted that ZZpr(xi, yj) = 1, where the
summation is taken over all possible values of (X,Y).

4.3.2. MARGINAL PROBABILITY FUNCTION:-

Let Xand Ybe two dimensional discrete random
variable, defined on the sample space S, which takes up
countable number of values (xi,yj). Then the probability
distributionof X, is defined asfollows :

px(x) = P(X = x;)

=PX =x;NY=y)+PX=x;nY =y,) +

= PX =xNY =)

m
= pi1 + Diz2 + Piz+--Pij+-Pim = Z Dij

j=1
m

= Zp(xi,yj) =Pi e (4.3.2.1)
j=1

and is known as marginal probability mass function or discrete
marginal density function X. Also Z}l:lpi =p,+p,+
P34-Pn = Xj=125=1Pij = 1.

Similarly, we can prove that

py(y;)) =P(Y =y;) =X pij=

Z?zlp(xi,yj) =Dj e eer e e e (4.3.2.2)

which is the marginal probability mass function of Y.

4.3.3 CONDITIONAL PROBABILITY FUNCTION:-

Let X and Y be two dimensional discrete random variable,
defined on the sample space S. Then the conditional discrete density
function or the conditional probability mass function of X, given Y =y,
denoted by

PX=xY=
px/y(x/y) = ( 5 sz 7 y) ,provided P(Y = y)
#0......(4.3.3.1)
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Similarly the conditional probability mass function of Y,
givenX = x, denoted by

/0 = DEZXY =N ovied pex =
Py/x\y/x) = PX=X) , provided P(X = x)
F0.nn .. (4.3.3.2)

A necessary and sufficient condition for the discrete random variables
X and Y to be independent is: P(X =x;Y= y]-) = P(X =x)P(Y =
y;) for all values (x;, yj) Of (X, YD cor ve v vt et e e e e e (4.3.3.3).

4.4. TWO DIMENSIONAL DISTRIBUTION
FUNCTION :-

The distribution function of the two dimensional random
variable (X,Y) is a real valued function F defined for all real x and y
by the relation:

Fxy(x,y)) =PX <x,Y<y) e eee e ... (4.3.1)

e For the real number a4, by, a, and b,,
P(a; < X < bj,a, <X <b,)
= Fxy(by, b;) — Fyy(ay, az) — Fxy(aq, by) —
Fyy(by,az).
e For the real number a4, b;,a,and b,, let a; < a,, b; <
b,, then
X<a,Y<a))+ (@, <X<b,Y<a,)=
(X <b,Y <a,) and the events on the L.H.S are
mutually exclusive.
F(by,a,) — F(a;,a,) = P(a; < X < b, Y < ay).
F(by, ay) = F(ay,ay).
F(aq,by) = F(ay, ay).
F (x, y)is monotonic non-decreasing function.
F(—=00,y) =0 = F(x, =), F(—00,400) = 1.
If the density function f(x,y) is continuous at

()30 = £

Two-dimensional distribution (e.g. for two different variables or one
variable at two locations or two times). Surface plot indicates
multivariate probability density function. Dots indicate sample from
the distribution. Both the curves are indicate marginal probability
density functions.
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4.4.1.MARGINAL DISTRIBUTION FUNCTION :-

For finding the joint distribution function Fyy(x,y), it is
possible to obtain the individual distribution functions, Fy(x) and
Fy(y) which are termed as marginal distribution fuction of X and Y
respectively with respect to the joint distribution function Fyy (x, y).

Fx(x) =P(X <x)= PX<x,Y <)

= lim Fyy(x,y) = Fyy(x,0) ..........(4.4.1)
y—
Similarly,
Fe(y) =P(Y <y) = PX <Y <y)

Fy(x)is termed as the marginal distribution function of X
corresponding to the joint distribution function Fyy (x,y) and similarly
Fy(y) is called marginal distribution function of the random variable
Ycorresponding to the joint distribution function Fyy(x,y) and
similarly Fy(y) is called marginal distribution function of the random
variable Y corresponding to the joint distribution function Fyy (x,y). In
the case of jointly discrete random variables, the marginal distribution
functions are given as:

Fx(x) =Yy, PX <x,Y=y)and /i, (y) = X, P(X = x,Y <
y).Similarly in the case of joint continuous random variable,
the marginal distribution functions are given as:

FX(X):f {f fXY(X,Y)dY}dx:Fy(Y)

B J_yoo U_O;f xr (%, J’)dy} dx,

4.4.2. JOINT DENSITY FUNCTION, MARGINAL
DENSITY FUNCTION :-

From the joint distribution function  Fyy(x,y) of two-
dimensional continuous random variable, the joint probability density
function can be evaluated by differentiation as follows:

0%F (x,y)
frr(x,y) = “oxdy
) Px<X<x+6x,y<Y<y+Jdy)
= llm(gx_m_sy_)o 5x6y s (4' 4. 2. 1)

“The probability that the point (x,y) will lie in the infinitesimal
rectangular region, of area dxdy is given by

1 1 1 1
P(x—zdx SXSx+de,y—EdyS YSy+§dy)
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and is denoted by fyy(x,y)dxdy, where the function fyy(x,y) is
called the joint probability density function of X and Y. The marginal
probability function of X and Y are given respectively as follows:

fx(x)
|{ Z pxy(x,y), (for discrete variables)
=4 W7 (4.4.2.3)
f fxy (x,y)dy, (for continuous variables)
and fy (y) =
Y Pxy(x,¥), (for discrete variables)
fjooo fxy(x,¥)dx, (for continuous variables) ™ ™ (4.4.2.4)

The marginal probability function of X and Y can be obtained as
follows:
dFx(x)

fr() = === 12 fr oAy, o (4.4.2.5)

d
and fy (y) = 52 =

I Fer Goy)AX, i (4.4.2.6)

Remark 4.4.2: If the joint p.d. f(p.-m.f)fxy(x,y) of two random
variables X and Y, we can obtain individual distributions of X and Y in
the form of their marginal p.d. f's(p.m. f's) fx(x) and fy(y) by using
(4.4.2.3)and (4.4.2.4). However, the converse is not true it means
from the marginal distributions of jointly distributed random variables,
we cannot determine the joint distributions of these two random
variables.

4.4.3. CONDITIONAL DISTRIBUTION
FUNCTION, CONDITIONAL PROBABILITY
FUNCTION :-

The Conditional distribution function

Fyyx(y/x) =PY <y/X=x)=P(A/X =x) ... .. (4.4.3.1)
The joint distribution function Fyy(x,y) may be f expressed in
terms of the conditional distribution as follows.

fxy(x,y) = f_ Fyyx /x)dFx(X) v e (4.4.3.2)

y

The conditional probability density function of Y given X for two
random variables X and Y which are jointly continuous
distributed is defined as follows, for two real numbers x and y:
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0
Remark 4.4.3.fx(x) > 0, thenfy /x(y/x) = %
X
Remark 4.4.4.f,(y) > 0, thenfyy (x/y) = %
Y
Remark 4.4.5.In terms of the
differentials,P(x < X < x+dx/y <Y <y+dy) =

fxv(x/y)dx.

4.4.4. STOCHASTIC INDEPENDENCE :-

Let us consider two random variables X and Y (of discrete
or continuous type ) with joint p.d.f(p.m.f)fxy(x,y) and
marginal p.d. f (p.m. f's) fy(x) and gy (y) respectively. Then by
the compound probability theorem:

far(x,y) = fx(x).gy/x(J’/x)

wheregy/x(y/x) is the conditional p.d. f of Y for given

value of X = x.

If we assume that g,,/,, does not depend on x,then by the
definition of marginal p.d. f(p.m. f's), the continuous random
variable g(y) = g(y/x).

Two random variables X and Y with joint
p.d.f(p.m.f)fyy(x,y) and marginal p.d.f(p.m.f's)fx(x)
and gy (y) respectively are said to be stochastically independent
if and only if

fry @) = fx()gy (V) e (4.4.3.1)

e Two jointly distributed random variables X and
Yare stochastically independent if and only if their
joint distribution function Fy y(.,..) is the product
of their marginal distribution function Fy(.) and
Gy (.) i.e., if for real (x,y)

Fy(x,y) = Fx(X)Gy(y) oo cvv e v e (4.4.3.2)

e The wvariables which are not stochastically
independent are said to be stochastically
dependent.

Theorem 4.4.3.Two random variables X and Y withjoint
p.d.f. f(x,y) are stochastically independent if and only if fyy(x,y)
can be expressed as the product of a non-negative function of x alone
and a non-negative function of y alone, i. e., if

fxiv (6, y) = hy(Dky(Y) v v v e . (4.4.3.3)
whereh(.) > 0and k(.) = 0.
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Proof.If X and Yindependent then by definition fyxy(x,y) =
fx(x)gy(y). Where f(x) and g(y) are marginal p.d. f's of X and Y.
Thus condition (4.4.3.3) is satisfied.

Conversely if (4.4.3.3) satisfied, then we prove that X and Y are
independent. For continuous random variables X and Y, the marginal
p.d. f's are given by:

fo) = j fy)dy = j hOk(y)dy = h(x) j k() dy

=c h(x) ... (4.4.3.4)
and

o) = f fGy)dy = f RO dy = k() f hGo)dy

=c k() ... (4.4.3.5)
wherec; and c, are constants independent of x and y. Moreover,

f:o f:f(x’” dxay =1 ﬁf: f_o:oh(X)k(y) dxdy = 1

= <-I_O:oh(x)dx> <j_°:ok(y)dy) =1

= c;c, =1 [From(4.4.3.4) and (4.4.3.5)]......... (4.4.3.6)
Therefore we get,
fxr (6 y) = hy (0 ky (¥) = c1c2hx () ky ()
= {c1hx (O Hezky ()}
From (4.4.3.4)and (4.4.3.5),
frr (6, ¥) = fx(xX) gy ()

Therefore it implies that X and Yare stochastically independent.

If the random variables X and Y are stochastically independent, then
for all possible selections of the corresponding pairs of real numbers
(aq,by), (ay, by) where a; < b; for all i = 1,2 and where the values
+oo are allowed, the events (a; < X < by)and (a, < X < b,) are
independent, i.e.,

P{(a; < X<by)N(a, <Y <by}= P(a; <X <bhy)P(a, <
X<by)....(4.4.3.7)

4.5. TRANSFORMATIONS:-

Let (0,F,P) be a probability space whereo is the set of
outcomes, F is collection of events P is the probability measure on the
sample space (o,F). Suppose now that we have a random
variable X for the experiment, taking values in a set S, and a
function f from S into another set T.ThenY = f(X)is a new random
variable taking values in T.If the distribution of X is known, how do
we find the distribution of Y This is a very basic and important
question, and in a superficial sense, the solution is easy. Since for
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BCST,f~1(B) ={x € S:f(x) € B} is the inverse image of B under
f.P(y € B) = P[X € f~X(B)[for B T.

o T
S * = @ & *
e e | e
. Y, ST
Fig 4.5.1

4.5.1. TRANSFORMATION OF ONE DIMENSIONAL
RANDOM VARIABLE:-

Let X be a random variable defined on the event space S and
g(.) be a function such that Y = g(X) is also a random variable
defined on S.

Theorem 4.5.1.Let X be a continuous random variable with
probability density function (p.d.f) fyx(x). Let y = g(x) be strictly
monotonic (increasing or decreasing ) function of x. Assume that g(x)
is differentiable (and continuous ) for all x. Then the probability
density function (p.d.f) h(.) of the random variable Y is given by :

d
hy () = fx () %

where x is expressed in terms of y, and the range of Y isdetermined
from the given range of the variable X, on using the transformation
y = gx).

[By the above theorem we shall deal the problem that given the
probability density function of a random variable X, to determine the
probability density function of a new random variableY = g(X)]

)

Proof.For solving the proof of this theorem, we are taking the two
cases.

Case (i).y = g(x)is strictly increasing function of x (i. e,z—z > 0). The
distribution function of Y is given by:Hy(y) =P <y) =
P{g(X) <y} = P{X < g~1(y)}, the inverse exists and is unique, since
g(.) Is strictly increasing. Therefore Hy (y) = Fy{g~1(y)}, where F
is the distribution function of X. Hy (y) = Fx(x).[vy =g(x) =

g~ 1(y) = x]. Differentiating with respect to y, we get

hy (y) = diy{FX(x)} = %{Fx(x)}z—; = £ (x) Z—; ......... 4.5.1)

Case (ii).y = g(x)is strictly monotonic decreasing function of
xHy(y) =P(Y <y) = P{g(X) <y} =P{X 2 g7 (1)},
=1-PX2g7'WM}=1-Fg7 M} =1-FX),
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where x = g~1(y), the inverse exists and is unique. Differentiating
with respect to y, we get,

@) = 01 = (Y E = — (0.5 = (). 5 .. (45.).

It is noted that the algebraic sign (-ve) obtained in (4.5.2) is correct,
since y is a decreasing function of x it implies that x is a decreasing

function of y or % < 0. From equation (4.5.1) and (4.5.2) hy(y) =

f@ |5

4.5.2. TRANSFORMATION OF TWO DIMENSIONAL
RANDOM VARIABLE:-

Let random variables U and V be transformed to the random
variables X and Y by the transformation u = u(x,y), v = v(x,y),
where u and v are continuously differentiable functions, for which
Jacobian of transformation :

9x )
J= Oxy) _ |0w) o)
dwn —~ |ow e
a(w) 9
Is either > 0 or < 0 throughout the (x,y) plane so that the inverse
transformation is uniquely given by x = x(u,v), y = y(u, v).

Theorem 4.5.2.The joint probability density function (p.d.f)
guy(u,v) of the transformed variablesUand V is: gyy(u,v) =
fxy(x, Y)|J|,where |J|is the modulus value of the Jacobian of
transformation and f(x,y) is expressed in terms of u and v.

Proof. P(x < X <x+dx,y<Y<y+dy)=Plu<U<u+
du,v <V < +dv).
It implies that fyy (x, y)dxdy = gyy(u, v)dudv

d(x,
oyt v)dudy = fy (5,9) [5020] = fey (6,9
_ 90 )|
guv,v) = fir ) 555 = Frr o UL

4.6.SOLVED EXAMPLES:-

Example 4.6.1: The joint probability distribution of two
random variables X and Y is given by :

PX=0,Y =1) zé,P(X: 1,Y =-1) =§,andP(X =
LY =1)==

@) Find Marginal distribution of X and Y, and
(ii) Conditional probability distribution of X given Y = 1.
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Solution.
(i) PXx=-1)

:ZP(Xz—l,Yzy) =P(X=-1Y =-1)

y
+PX=-1Y=0)+P(X=-1Y=1)=0.
Similarly P(X = 0) =+

and P(X =1) =2
X -1 0 1 Marginal
Y 09

-1 0 0 1 1

3 3

0 0 0 0

1 0 1 1 2

3 3 3

Marginal 0 1 2 1

) 3 3
Thus Marginal distribution of X is:
Values of X, x: -1 0 1
P(X = x): 1 E
3 3
(ii) The conditional probability distribution of X given Y is:
PX=xY=y)
PX=x/Y =y)=
g TN
PX=-1Y=1
PX=-1/Y=1) = =0
( / ) PY=1D)
PX=0Y=1) 1/3 1
PX=0/Y=1)= = ==
( / ) PY=1) 2/3 2
P(X =)y = 1) = P&=LY=D _1/3 _1

P(Y=1) 2/3 2

Thus the conditional distribution of X given Y = 11s:

Values of X, x: -1 0 1
P(X =x/Y =1): 1 1
2 2

Example 4.6.2: For the adjoining bivariate probability distribution of
two random variables X and Y is find:
i. PX<1Y=2),
ii. PX<1),
iii. P(Y <3)and
iv. (X<3Y<4)
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\ 1 2 3 4 5 6
Y X
0 0 0 1 2 2 3
32 32 32 32
1 1 1 1 1 1 1
16 16 8 8 8 8
2 1 1 1 1 0 2
32 32 64 64 64
Solution: The marginal distributions are given below:
\ 1 2 3 4 5 6 px(x)
Y X
0 0 0 1 2 2 3 8
32 32 32 32 32
1 1 1 1 1 1 1 10
16 16 8 8 8 8 16
2 1 1 1 1 0 2 8
32 32 64 64 64 64
12469 3 3 1 13 6 16 Z px) =1
32 32 64 64 32 64
Z r(y) =1

i. P(XSl,Y=2)=P(X=0,Y=2)+P(X=1,Y=2)=1—16

ii. P(Xs1)=P(X=0)+P(X=1)=%+g=§

. P(Ys3)=P(Y:1)+P(Y:2)+P(Y=3)=%+%+
11 _ 23
64 64

iv. (X<3Y<4)=PX=0Y<4)+PX=1Y<4)+
P(X =2,Y < 4)

O o A O O e
32 32 16 16 8 8 32 32 64 64 16

Example 4.6.3:Let f(x,y) = c(x? —y?)e *,0<x <o0,—x<y<
X.

a) Find c.

b) Find the marginal densities.

Solution:
0&10;1 2 2),—x o rx —X (42 2
a)f, [ cG? —yHe ™ dydx = [ [7 ce™(x? — y?) dydx

(o] 1 y=Xx

= J ce™™ (xzy — —y3) dx
0 . 37 Jy=—x
c
= ?I‘(4)

4c 1
=—.3!'=1whenc ==
3 8
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1
So,c =-.
8

I, frr(,y)dx,y = 0
JZ, fer (e, y)dx,y < 0.

[oe) 1 o0
J fxy (x,y)dx = —J (x? —y*)e ™ dx
y 8 y

] (e
e o]

Solving the integration fyoo fxy(x, y)dx = %ey (1+y) wheny =0
and f_o;fxy(x, y)dx =%€y(1 —y)wheny < 0.

b)fy (v) ={

Example 4.6.4.For the joint probability distribution of two random
variables X and Y given below:

1 2 3 4 Total
X Y|
1 4 3 2 1 10
36 36 36 36 36
2 1 3 3 2 9
36 36 36 36 36
3 5 1 1 1 8
36 36 36 36 36
4 1 2 1 5 9
36 36 36 36 36
Total E i l i 1
36 36 36 36

I.  Marginal distribution of X and Y, and
II.  Conditional probability distribution of X given Y = 1 and that
of Y given the value of X = 2.

Solution:(I)The marginal distributions of X is defined as:

P(X:x)=ZP(X=x,Y:y)
y

Therefore P(X =1) =Y, P(X = 1,Y = y)
=PX=1,Y=1)+PX=1Y=2)+PX=1Y=3)
+P(X=1Y =4)

_4,3,2 1 _10
T 36 36 36 36 36 .
Similarly P(X =2) = Y, P(X =2,Y =y) = E;P(X =3) =
8
S,PX=3Y=y)=1
and P(X =4) =T, P(X =4,Y =y) = —.
Similarly, we can obtain the marginal distribution of Y.
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Marginal Distribution of X

Values of 1 2 3 4
X, x
P(X =x) 10 9 8 9
36 36 36 36
Marginal Distribution of Y
Values of 1 2 3 4
Y,y
PX=y) 11 9 7 9
36 36 36 36

(IT) The Conditional probability distribution of X given Y is defined as
follows:

_ /Y = ) = PE=xY=y)
PX=x/Y=y)= P (=y) .(Therefore ) )
PX=1Y=1 4/36 4
P =1/Y =1) = P(Y=1)  11/36 11
P(X=2/y =1) = PX=2Y=1) 1/36
B -7 P(Y=1) = 11/36 11
PX=3Y=1) 5/36
P=3/Y=1) = P(Y=1)  11/36 11
P(X = 4/Y = 1) _P(X=4,Y: 1) 1/36 1
B -7 P(Y=1)  11/36 11
Hence the conditional distribution of X givenY = 1 is :
X: 1 2 3 4
PX=x/Y=1) 2 i i i
36 36 36 36
conditional distribution of Y given X = 2 as given below:
y: 1 2 3 4
Pr=y/x=p| 1 I I 2
9 3 3 9

Example 4.6.5. Let X and Y be jointly distributed with p. d. f.:
1
ny(x,y) = {Z(l + x}’); |x| < 1, |y| <1

0, otherwise
Show that X and Y are not independent but X2 and Y ?are independent.

21
Solution.fy(x) = f_llf(x,y)dy = %|y +% = %,—1 <x<1;

Similarly, f,(y) = [*, f(,y)dy =1,-1<y < 1;

fxr 06, y) # fx () gy(¥)
Therefore it implies that X and Yare not independent. However,

N
P(X?<x) =P(IX| <vVx) = f fx(xX)dx =+/x..(4.8.5)
—Vx
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PX*<xnY?<y)=P(IX| <Vxn|Y| <.[y)

e
= PR ravyav|du =va )y =

P(X?2 <x).P(Y2<y)

Hence, X% and Y2 are independent.

Example 4.6.6.1f the cumulative distribution function of a continuous
random variable X is F(x), find the cumulative distribution function of

Y =X+a, ()Y =X->b(iii)Y =aX (iv)Y = X3,and (v)Y
= X2
What are the corresponding probability density function?

Solution.Let G(.) be the cumulative distribution function of Y.Then
MDex)=PY <x)=PX+a<x)=PX<x—a)=F(kx—a).
(i)G(x) =PY <x)=PX-b<x)=PX<x+b)=F(+Db).
(ii)G(x) = P(aX <x) = P(X < (x/a)) = F(x/a) if a > O0and
G(x) = P(X > (x/a)) =1 —P(X < (x/a)) =1-F(x/a)ifa<0
(iV)G(x) =P(Y <x) =P(X® < x) = P(X <x'/3) = F(x'/3).

V) Gx)=X?2<x)=(—xV2<Xx<x¥?) =P(X <x¥?)-
P(X < —x'/?)
B 0,if x <0
- {F(&) —F(—Vx—0),if x > 0.
Variab Distribution function p.d.f.
le
X F(x) f(x)
X—a F(x +a) f(x+a)
aX F(x/a),a >0 1
{1—F(x/a),a<0 Ef(x/a),a>0

—%f(x/a),a <0

X2 | (F(Vx) = F(—Vx = 0)for4 (_1 -
{ 1—F(x/a),a < 0 otheru {2(V/x) [fVx + f(—=Vx)], for
—0,for x <0

v F(<) ()

Example 4.6.7.Let (X,Y) be a two-dimensional no-negative
continuous random variable having the joint density:

—(x%+y?);x20,y20
fley) = {#ore
0 elsewhere
Prove that the density function of U = VX? + Y2 is:

h(u) = {2u3e_”2,0 <Su<o
0, elsewhere

Solution.Let us make the transformation u = /x? + y? and v = x.
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>v=20u=0andu 2voru=>0and0 <v <u.
The Jacobian of transformation J is given by:

20 oW |_x_
1 owy) _ [a(x) am)|_ JxZ+y2 =y

] e@y) T |0 dw) | Y of T /72
o awl IWx?+y?)

The joint p.d.f of U and V is given by:gyy(w,v) = fyy (X, ¥)|]| =

—(+y?) | _NXEHYE| 4 2 v2e—(x2+y?)
4xye . X4/ X%+ yce

_ {4vu.e‘u2;u >00<v<u
0, otherwise
Hence the marginal density function U = vX? + Y2 is:

‘ 2 (¢ 2ule ™ u>0
h(u) =f gu,v)dv =4u.e™ f vdv :{ U=
0 0 0, elsewhere

Check your Progress
Problem1. The joint probability density of the random variable X and Y is:

1 o= lxl=lyl—oo<x<eo
flx,y) =142 , The probability that x < 1 and y < 0.
0,—o<y<o
a) ;@-e™)
b) ;@2-e™
0 ;2-e™

d) None of the above.
Problem2.Two random variables X and Y are distributed according to ...

_(x+y) 0<x=<10=<y<1
frr (@ y) = { 0, otherwise
The probability (X +Y < 1) is............
a) 0.44
b) 0.22
¢) 033

d) None of the above.
Problem3.. The joint pdf of a bivariate random variable (X,Y) is given by

_(kxy 0<x<10<y<1
frr(0y) = { 0, otherwise
Where k is constant. The value of k is........
a) 1
b) 2
c) 3
d) 4

Problem4.The condition al probability mass function of X, given Y =y,
Problem5..The joint probability density function (p.d.f.) gyy(u,v) of the
transformed variables U and V is............ccooeoeiininnnnt.
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4.7. SUMMARY:-

In the previous unit we studied various aspects of the theory of
a single random variable. In this unit we extend our theory to include
two random variables one for each coordinator axis X and Y of the XY
Plane. The section of transformation studies how the distribution of a
random variable changes when the variable is transformed in a
deterministic way. Basically this unit is complete overview concept of
Two Dimensional Random Variable, Two — Dimensional Distribution
Function and transformation of random variable.

4.8.GLOSSARY:-

Probability

Sample space

Random Variable

Two Dimensional Random Variable

Two — Dimensional Distribution Function
Probability density function

Probability mass function
Transformations

PRAADNER LN =
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4.11. TERMINAL QUESTIONS:-

TQ1.A two — dimensional random variable (X, Y) have a bivariate

2
distribution given by: PX =xY=y) = %, forx =
0,1,2,3andy = 0,1. Find the marginal distribution of Xand Y.
TQ2. A two — dimensional random variable (X, Y) have a joint
probability mass function:p(x,y) = % (2x + y), where x and y can
assume only the integers values 0,1 and 2. Find the conditional
distribution of Y for X = x.
TQ3. Given f(x,y) =e **);0<x< 0,0 <y < . Are X and Y
independent?Find ({))P(X > 1), (i))P(X < Y/X < 2Y)(iii))P(1 < X +
Y <2).
TQ4.Given the joint density function ofX and Yas:

1
Flx,y) = Exe‘y;O <x<2,y>0

0 elsewhere
Find the distribution of X + Y.

4.12.ANSWERS:-

Answer of Check your progress Questions:

CYQ I: a)§ (2—e™b).

CYQ2: ¢)0.33.
CYQ3: d) 4.
P(X=xY= :
CYQ 4: py/y(x/y) = ﬁ, provided P(Y =y) # 0.

CYQ5: gyy(u,v) = fxy (x, Y1
Answer of Terminal Questions:-

TQ1.Marginal distribution of Xand Y.

Marginal 1 3 9 19 1

distribution 32 32 32 32
of P(X = x)

Marginal 14 18 1
distribution of 32 32

PY =y)
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TQ3. (i) 2 (i) 3 (iii) 2 - 3

%(e‘“+u—1),0<u£2
TQ4.g(w) = %e_“(l +e?),2<u<ow

0 elsewhere
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BLOCK-11

GENERATING FUNCTION AND LAW
OF LARGE NUMBERS
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UNIT S:- MATHEMATICAL
EXPECTATION AND MOMENT
GENERATION FUNCTION

CONTENTS:

5.1.  Introduction

5.2.  Objectives

5.3. Moments

5.4. Mathematical expectation
5.5.  Moment generating function
5.6.  Characteristic function.
5.7.  Solved Examples

5.8. Summary

5.9.  Glossary

5.10 References

5.11. Suggested Readings

5.12  Terminal Questions

5.13 Answers

5.1.INTRODUCTION:-

In this unit we are explaining Mathematical expectation,
Moments, Moment generating function and Characteristic function.
The general idea of generating function has much wider scope than its
applications to probability. The proper setting is *“harmonic analysis"
which is one of the central and most developed parts of mathematics.
The birth of the idea can be traced back to Abraham de Moivre (1667-
1754), and his book Doctrine of Chances. Later the same idea was
developed and applied in number theory (Euler), and most importantly
in mathematical physics (Fourier). (Characteristic function is a special
case of Fourier transform). Laplace transform (the moment generating
function) belongs to the same circle of ideas, and its original use was
also in probability. All this powerful set of ideas (Generating function,
Fourier, Laplace and other similar transforms) is called (linear)
Harmonic analysis and it is one of the most powerful methods of
mathematics, with applications practically everywhere (in almost all
areas of mathematics and sciences).
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Abraham de Moivre
26 May 1667 — 27 November 1754)
https://en.wikipedia.org/wiki/Abraham_de Moivre#/
media/File:Abraham_de_moivre.jpg

Fig.5.1.1

5.2. OBJECTIVES:-

After studying this unit learner will be able to:

Explain the Mathematical Expectations and Moments.

Understand the Moment Generating Function

Defined the characteristic function.

Evaluate the moment generating function and characteristic
function.

5. Describe the notion of transformation of random variable.

el

5.3.MOMENTS:-

Moments area set of statistical parameters to measure a
distribution. Moments are statistical tools, used in statistical
investigations. The moments of a distribution are the arithmetic means
of the various powers of the deviations of items from some given
number. In simple terms, the moment is a way to measure how spread out
or concentrated the number in a dataset is around the central value, such
as the mean.

Moments about an arbitrary number (Raw Moments): The rth
moment of a variable x about any point x = A, usually denoted by
Ur(Raw Moments) is given by

= %Zf (x; — A)r,Zﬁ- N (5.3.1)

(For an Individual Series)
W = %zi £, (d;)T,whered; = X; — Aueverernen. (5.3.2)
(For a Frequency Distribution)

Moments about Mean (Central Moments): The rth moment of a
variable x about any point X, usually denoted by u,-(Central Moments)
is given by:

0 = %Zﬁ (x; —x)r,Zfi =N (5.3.3))

(For an Individual Series)
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Uy = %Zifi (z;)",wherez; = X; — Xueuen.n.. (5.3.4)
(For a Frequency Distribution)

_ 1
Therefore py = %Zifi(xi —0° == SXifi = %-N = =1
1 _ 1 1 _ _ 1 _
and iy T Suifi =) =SXifixi —gXifix=%x—-SN.x=
O.pp = SXifi (i —0)? = 02,
Ifd; = x; — A, then ¥ = A + %Zifi di = A+ Weereeereanne. (5.3.5)

Relation Between Moments about Mean in Terms of Moments
about Any Point and Vice Versa.

= 3 fi =D == Ly - A+ A-2) =
%Zifi (d; + A — x)"whered; = x; — A. Using (4.4.5), we get

1
Uy = szi (di — )"

L
1 r
=5 fid = () di
i

+ (;) di = (uy)*— (;) dir_3(ll1’)3 F o (=D ()"

TR TR () TR TS () [TRIPU TREPLE €5 ) L (7750 Lo (5.3.6)

In particular, on putting r = 2,3 & 4 in (5.3.6) and simplifying, we get
’ 2

Hz = Ha — Uy ,

s = W3 —3pp'py' +2p, ",
1 1, r 12 4

Ko = pg—4uz'py" + 6020y =31y

Simililary,
Uy = %Zifi (zf + Dzl ' + (;)Zir_zyl’z e e g )
= %Zlfl (er + (Dzir_llh’ + (;)Zir_z.ullz --------- .U1’r)

=ty + (Dtroapts’ + Qttr—atts” + -1y, From (5.3.5)
In particular, on putting r = 2,3&4 and noting that y; = 0, we get
o=ty + "
W= s+ 3 + "
Wy =ty + Apapy + 6" + "

Moments about the Origin :The rth moment about the origin v,is
defined as

v, = %Z?ﬂfixir,r =0,12......... where, N = Y; f;

Puttingr = 0,1,2,..

n

_ 1 )

Vo=1Lv; =X v, = N fixi
i=1
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Relation Between Moments about Origin and about Mean:

i=1
:%Z?ﬂfi [C — A"+ () — A LA+ A
If we take, A = X (for u,- ) then

Ve =ty + (DitroaX + Qitr—aX 24 A, (5.3.7)
V=X

vy = pp + X7

V3 = Uz + 3u, X% + X3

Vo = Uy + AusX + 6ux% + xt.

Sheppard’s Corrections for Moments: While computing moments
for frequency distribution with class intervals, we take variable x as
the mid-point of class-intervals which means that we have assumed the
frequencies concentrated at the mid-points of class-intervals.

The above assumption is true when the distribution is symmetrical and

. . 1th
the number of class intervals is not greater than % of the range,

otherwise the computation of moments with have certain error called

grouping error. This error is corrected by the following formulae given
2

by W.F.Sheppard. p,(corrected) = u, - Ug(corrected) = p, —

X ; 12’
1,2 "
2 houp + 240 h

where h is the width of class-interval while pu; and u; require no

correction. These formulae are known as Sheppard’s Corrections.

Karl Pearson’s 8 and y Coefficients: Karl Pearson defined the
following four coefficients, based upon the first four moments about
mean:

2
ﬁl = Z—g’yl = +\/Eand32 = Z—g V2 = ﬁZ — B ireeeenes (5-3-8)

The practical use of these coefficients is to measure the
skewness and kurtosis of a frequency distribution. These coefficients
are pure numbers independent of units of measurement.

e The mean, which indicates the central tendency of a
distribution.

e The second moment is the variance, which indicates the width
or deviation.
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Symmetrical Distribut
ion.

A distribution is said to
be  symmetrical when
the  distribution on
either side of the mean
is a mirror image of

theother. In a
symmetrical

distribution, mean =
median = mode.If a

distribution is non-
symmetrical, it is said
to be skewed.

MAT 503

Symmetrical Distribut
Mean = Madian = Mode

Skewness. Skewness is a measure of symmetry, or more precisely, the
lack of symmetry in a frequency distribution.Skewness is positive if
the longer tail of the distribution lies towards the right and negative if

it lies towards the left.

Moment coefficient of skewnes

U3

§ = —

e Ifarithmetic mean < Mode (negative skewed).

e Ifarithmetic mean > Mode (positive skewed).

e If Sum of frequencies of values less than mode = sum of
frequencies greater than mode it implies no skewness.

Mode

Frequency

Negatively Skewed

Fig.5.3.2

Frequency

Mode

Positively Skewed

Fig.5.3.3.
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Kurtosis. Kurtosis is

o {+) Leptokurtic General
a statistical measure Forms of
used todescribe a {0) Mesokurtic Kurtosis

characteristic of  a (Normal)
dataset. When
normally distributed
data is plotted on a
graph, it generally
takes the form of an
upside down bell.
This is called the bell Fig.5.3.4.
curve. The plotted

data that are furthest

from the mean of the

data usually form the

tails on each side of

the curve. Kurtosis

indicates how much

data resides in the

tails. The relative

flatness of the top is

called kurtosis.

(-} Platykurtic

Difference between skewness and kurtosis?

Skewness and kurtosis are both important measures of a distribution's
shape. Skewness measures the asymmetry of a distribution. Kurtosis
measures the heaviness of a distribution's tails relative to a normal
distribution.

Measure of Kurtosis: The measure of kurtosis is denoted byf, and is

defined as:
Uy
po="3
2T
o IfB, > 3, the distribution is leptokurtic (y, > 0).
o Iff, < 3, the distribution is platykurtic (y, < 0).
e Iff, = 3, the distribution is mesokurtic (y, = 0).

5.4 MATHEMATICAL EXPECTATION:-

The expected value of a discrete random variable is weighted
average of all possible values of the random variable, where the
weights are the probabilities associated with the corresponding values.
The notation is E(X)and E[X]. Another popular notation is py,
whereas < X >, < X >, and are commonly used in
physics and M(X) in Russian-language literature. The mathematical
expression for computing the expected value of a discrete random
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variable X with probability mass function (p.m.f.)f(x) is given
below:

E(X) = X, xf (x)(for discrete random variable) ..ceeeveeeenen. (5.4.1).

The mathematical expression for computing the expected value of a
continuous random variable X with probability density function
(p-d.f.)f(x) is, however, as follows:

E(X) = fj;o xf (x)dx,(for continuous random variable) ...... (5.4.2).

provided the right, hand integral (5.4.1) and (5.4.2) is absolutely
convergent,

i.e., provided [*° [xf()ldx = [*7|x|f(x)dx < o .......(5.4.3)
or Yoolxf ()] = Xxlxl f(x) < 0 eiviv i v v e v e (5.4, 4)

Remark5.4.1: It should be clearly understood that although X has an
expectation only if L.H.S. in (5.4.3) or (5.4.4) exists, i.e., converges to
a finite limit, its value is given by (5.4.3) or (5.4.4).

Remark 5.4.2:E(X) exists if E|X| exists.

Remark 5.4.3:VarX= P(A)P(A).

Expected value of function of a random variable:

Consider a random variable with p.d.f (p.m.f.)f(x) and
distribution function F(x). If g(.) Is a function such that g(X) is a
random variable and E[g(X)] exists (i.e., is defined), then
E(X) = fj;o g(x) f (x)dx,(for continuous random variable) ... (5.4.5)
E(X) = Y, g(x)f (x)(for discrete random variable) ... ... ... (5.4.6)

Remark 5.4.5:

Ur(about origin) = E(X").uj(about origin) = E(X) and pj(about
origin) = E (X?).

Mean = X = p;(about origin) = E(X)and p, = uj — ' = E(X?) -
{EX)},

o =E[X —ECOP = [7 (x = D2 f () dXurerueererunenne (5.4.6a)

Remark 5.4.6: E(C) = C ioeeveenenenineieeneneneeenennennns (5.4.7b)

Properties of Expectation:

e If X and Y are random variables, then E(X +Y) = E(X) +
EQY), oo (5.4.7)
Provided all the expectations exist.

o If X and Y are random variables, then
EQXY) = EQX).E(Y), s e e e (5.4.8)
e If X isa random variable and 'a’ is constant, then
(DE[ap(X)] = aE[Y(X)] v v v v e e .. (5.4.9)
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MEYX)+a]l =E[YyX)]+a.... ... (54.10)
e If X is a random variable and a and b are constants, then
ElaX + b] = aE[X] + b,
e If X isa random variable thus E(X?) # [E(X)]? ... (5.4.11)

o ElgX)]=g{EX} i vei i e (5.4.12)

o Let X;,X;,X5......... ... X, be any n random variables and if
A1, A5, A3 we ces er v Ay ATE T
constants, then EQXL; a; X;) = Xiq a4 E(X;) e e (5.4.13)
provided all the expectations exist.

o IfX > 0then E(X) = 0 ccoeeoeeeoeeoeeeeeeeeeeeeeeee, (5.4.14)

e If X and Y are two random variables such that Y < X, then
E(Y) < E(X), provided all the expectations exist...... (5.4.15)

e |E(X)| < E|X|, provided the expectations exist...... (5.4.16)

o If u, exists, then pg exists for all 1 < s < r. Mathematically, if
E(XT) exists, then E(X%) exist for all

1<s<rie,EX")<ow=EX’)<wVl<s<
r,i.e,...(5.4.17)

e If X andY are two independent random variables, then
E[h(X).k(Y)] = E[R(X)]E[k(Y )] eeerereenranns (5.4.18).
Where h(.) is a function of X alone and k(.) is a function of Y
alone, provided expectations on both side exist.

Cauchy-Schwartz Inequality .If X and Y are two random variables
taking real values, then
[EXY)]2 S E(X2).E(Y2)]eeueeereeenenereeeneeeneeennnn (5.4.19).

Proof.Let us consider a real valued function of the real variable t,
defined by
Z(t) = E(X + tY)?
which is always non-negative,
since(X + tY)2 > 0, forall real X , Y and t.

Thus
Z(t) = E(X +tY)? > 0vt.
It implies
Z(t) = E[X? + 2tXY + t%Y?]
= E[X?] + 2tE[XY] + t2E[Y?] = 0,for all t...... (5.4.20).

Equation (5.4.20) is a quadratic expression in 't’.
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Yo

Fig 5.4.1

Y(©)

Fig 5.4.2

If quadratic expression Y(t) = At? + Bt +C >0 for all t,
implies that the graph of the function Y (t) either touches the t — axis
at only one point or not at all, as exhibited in the above diagrams. This
is equivalent to saying that the discriminant of the function (),
viz.,B? — 4AC < 0, since the condition B? — 4AC > 0 implies that
the function (t) has two distinct real roots which is contradiction to
the fact that 1 (t) meets the t — axis either at only one point or not at
all. Using the result, we get from equation (5.4.20),

4.E[XY-4.E[X?].E[Y?] < 0= [E(XY)]? < E(X?).E(Y?)]
e Standard Deviation = Mean Deviation...ceceeeeeeese (5.4.21).

Continuous Convex Function. A continuous function g(x) on the

. . . +
interval I is convex if for every x;and x,, (xlz—xZ) €l

9(B22) <2 g00) +39(0) oo (5.4.22).

Jenson’s Inequality. If g is continuous and convex function on the
interval I, and X is a random variable whose values are in I with
probability 1, then

E[g(X)] = g[E(X)], provided the expectations exist....... (5.4.22).
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Variance. The term variance refers to a statistical measurement of the
spread between numbers in a data set. More specifically, variance
measures how far each number in the set is from the mean (average),
and thus from every other number in the set. If X is a random variable,
then

VarX = E(X2) = [EQO) ] eveeeeeeeeereeeeeeeeeeeseeeeseseseseee (5.4.19)
VarX=Var(x) =E(X —u)? = Ypx? —p? oo vev v e ... (5.4.20)
VALK = 021 eeeereeeeeereereersssaaans (5.4.21)

Standard Deviation = 6 = [veevveeeeeeereeesnn (5.4.22)

e If X is a random variable, then Var(aX + b) = a?V(X),
where a and b are constants.

e If b=0, then Var(aX)= a?V(X), Variance is not
independent of change of scale.

e Ifa=1,then Var(X + b) = V(X).

5.5.MOMENT GENERATING FUNCTION:-

The moment generating function(m. g. f.) of a, random
variable X (about origin) having the probability function f(x) is given
by:

My (t) = E(e*¥)
e f(x)dx, (for continuous probability distribution)

Z et f(x), (for discrete probability distribution) - (5.5.1)

X
the integration or summation being extended to the entire range of x, t
being the real parameter and it is being assumed that the right-hand
side of (5.6.1) is absolutely convergent for some positive number h
such that —h < t < h. Thus

& tr X"
Mx(t)=E(efX)=E(1+tX+ e +>
2 T

t t
= 1+tEX) + 5E(XZ) + ---FE(XT) + e
2 r !
= 14ty + S+ S+ (552)
[ee] tr 1A
= TTLo Tl st (5.5.3)
pr=EX") =

{f x" f(x)dx, (for continuous probability distribution)

Y. x"p(x), (for discrete probability distribution), (-39

T
is the rth moment of X about origin. Therefore the coefficient of % in
My (t) gives y, (about origin). Since My (t) generates moments, it is
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known as moment generating function. Differentiating (4.6.2) with
respect to tr times and then putting t = 0, we get,

pr = |7 Mx (O} ..(5.5.5)
t=0
2
My (t)(aboutX = a) = E(e**~%) = E(l FEX — a) + 2" g
t"(X-a)"
2 tr
= 1+tﬂ1+2, < iy + -+ (5.5.6).

Where p; = E{(X — a)r} is the rth moment about the point X = a.

Limitations of Moment Generating Function:

e A random variable X may have no moments although its
m. g. f. exists.

e A random variable X can have m.g.f. and some (or all)
moments, yet the
m. g. f. does not generate the moments.

e A random variable Xcan have all or some moments, but m. g. f.
does not exist except
perhaps at one point.

Properties of Moment Generating Function:

o M. (t) = My(ct), c being a constant......eeeeeeeenn.. (5.5.7).

e The moment generating function of the sum of a number of
independent random variables is equal to the product of their
respective moment generating functions.

e Uniqueness Theorem of Moment generating Function:The
moment generating function of a distribution, if it exists,
uniquely determines the distribution. This implies that
corresponding to a given probability distribution, there is only
one m. g. f. (provided it exists) and corresponding to a given
m.g.f.there is only one probability distribution. Hence
My (t) = My(t) = X &Y are identically distributed.

e Effect of change of origin and scale on moment generating
function. Let us transform X to the new variable U by changing
both the origin and scale in X as follows:

U= X
The moment generating function of U(about origin) is given by:
My(t) = E(eV) = E[exp{t(x — a/h)} = E[etX/ e~at/h]

= emat/hE(tk/h)
= e~ /R E(eXt/h) = e~ /R My (t/h), . or ver . (5. 5.8).
Where My (t) is the moment generating function of X about
origin. In particular, if we take
a=EX)=E[X]=pandh =0y =0, thenU = XEQ)

ox

X- ) )
Tﬂ = Z, is known as a standard variate.

Thus m. g. f of a standard variate Z is given by
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My(@®) = e M/ OMy(t/0)eeurrrrrrnnnn. (5.5.9).

Remark 4.6.1. E(Z) = E (’%“) =2E(X — ) =2{EX) -} =

1 1 _ (X 1 _
SE®) — =2k —p=0andV(2) = V (SE) = SV —p) =
%V(X) = 1. Therefore E(Z) = 0, V(Z) = 1, i.e mean and variance of
a standard variate are 0 and 1 respectively.

Cumulants: Cumulants generating functionKy (t) = log.M,(t) ,
provided the right-hand side can be expanded as a convergent series in
powers of t.

Mean=k,

U, = k, =Variance

ps = ks

fg = ky + 3k3

5.6. CHARACTERISTIC FUNCTION:-

In probability theory and statistics, the characteristic
function of any real-valued random variable completely  defines
its probability distribution. If a random variable admits a probability
density function, then the characteristic function is the Fourier
transform of the probability density function. Thus it provides an
alternative route to analytical results compared with working directly
with probability =~ density  functions or cumulative  distribution
functions. The characteristic function is a way for describing a random
variable.

The characteristic function

Px(t) = E(e'¥) =
{f e™ f(x)dx (for continuous probability distribution)

' .(5.6.1
Y e™ p(x)(for discrete probability distribution) G.6.1

If Fx(x) is the distribution function of a continuous random variable X,
then

Oy (t) = fmeitxdF () e e (5.6.2)
1B <1 oo (5.6.3).

Characteristic function @y (t) always exists.
Remark 5.6.1.

(it)2Xx? (it)' X"
TR

Ox(t) = E(e'™*) =E [1 +itX +

P1\2 P\
= 1+tE(X)+(12L')E(X2)+---OTL?E(XT)+---
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= 1+itwy +

@? ., G

M+ U+ - (5.6.4)

where u; = E(X"), is the rth moment of X about origin.

Therefore ;. = Coefficient of(irt—|)r n@y(t) .o e cee e . (5.6.5)

m.g.f.and characteristic function @(t) both generate
moments.

Cumulant generating function Ky (t) in terms of @ (t) is given
by:

K(t) = Z%k
r=1

wherek, =Coefficient of (L:—3r in Ky (t), is the rth cumulant.

Properties of Moment Generating Function:

For all real t,
Ho0)=1....eccee v e .. (5.6.6)
@O <1.civiieee .. (5.6.7)
@(t)is continuous and uniformly continuous for all real ¢t.
@x(—t)and@y(t) are conjugate functions, i.e., @y(—t) =
@ (t), where @ is the complex conjugate of a..... (5.6.8).
If the distribution function of a random variable X is
symmetrical about zero, i.e., if

1-F(x)=F(=x) = f(—x) = f(x),
then@y (t) is real valued and even function of t........ (5.6.9).
IfX in some random variable with characteristic function @y (t),
and if U =EXT) exists, theny, =

(=1)" %(Z)(t)|t=0 ...................................... (5.6.10).

D.x(t) = Bx(ct), cbeing a constant......c.eeeen... (5.6.11).

The characteristic function of the sum of a number of
independent random variables is equal to the product of their
respective characteristic functions............. (5.6.12).
Uniqueness Theorem of characteristic
function:Characteristic =~ function  uniquely  determined
thedistribution, i.e., a necessary and sufficient condition for two
distributions withp.d. f.'s (provided it exists) f;(.) and f,(.)
to be identical is that their characteristic functions @,(t) and
@, (t) are identical......c...... (5.6.13).

Effect of change of origin and scale on Characteristic Function.
Let us transform X to the new variable U by changing both the
origin and scale in X as follows:

U= %,Wherea and hbeing constants, then @ (t) =
e_iat/h(Z)X(t/h)
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In particular, if we take
X—-E(X)
a=EX)=E[X]=pand h =0y =0,thenZ = —==
X

%, is given by
My(t) = e”/9¢ . (t/0) ....(5.6.14).

e The characteristic function of a real-valued random variable
always exists, since it is an integral of a bounded continuous
function over a space whose measure is finite. A characteristic
function is uniformly continuous on the entire space.

characteristic function is infinitely differentiable

CHECK YOUR PROGRESS

Q1. Which formula represents the 2"*¢ moment around the mean?

DX — p)? (DX x; (i) Xl — ) (VX0 — )

Q2. The r*"* moment of a random variable X is given by:

(i) EX™) (i) E(X?) ()EX"™ 1) (iv)None of these

Q3. LetX is a real valued random variable with E[X] and E[X?] denoting the mean
values of X and X2 respectively. The relation which always holds:

() E(X?) = (E[X]?3(i) E(X?) < (E[X])?) (iii) E(X?) < (E[X])?(iv)None of these
Q4. Which inequality is correct?

(i)VarX = E(X?) — [E(X)]? (ii) )VarX>E (X?) — [E(X)]?

(iii) ) VarX<E(X?) — [E(X)]? (iv) None of these

Q5. Mean of a constant ‘a’ is..........................

Q6. Variance of a constant '@’ ... .................ooail

Q7. 1If X is a random variable such that P(a < X < b) = 1, then E(X) and Var (X)
exist. True\False

Q8.The moment-generating function of a real-valued distribution does not always exist.
True\False

Q9.Characteristic function does not exists for every random variable
True\False
Q10.M,4(t) # Mx(7t).True\False

5.7.SOLVED EXAMPLES:-

Example 5.7.1.Let X be a discrete random variable having probability
mass function

1/2if x=1
Mi3ifx=2
Pr@ =26 r =3

0 otherwiise
Find the third moment of X.
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Solution. Third moment = E(X3) = ¥ (x3) = X x3 py(x)

1 1 1
2134 93,2 23

2.1 +3.2 +6.3
_1,8,27_23
27376 3

MAT 503

Example 5.7.2.Let X be a discrete random variable having probability
mass function

3/4ifx=1
1/4 if x =2
0 otherwise

px(x) =

Find the third central moment of X.

Solution. Third moment = E(X) = u,, = Y x px(x)

The third central moment of X can be computed as follows:

—1><3+2><1—5
N 4 4 4

- =5 (x- ) o= (1-3) x2+ (2-2)

1

4

(- 5+ 0) i=%

Example 5.7.3.Find the first four moments for the following

individual series:

Ix |3 | 6 | 8 | 10 | 18
Solution.
Calculation of Moments
S.No. X x—-xX | x=-%2% | x—=%3 | (x—x)*
1. 3 -6 36 -216 1296
2. 6 -3 9 -27 81
3. 8 -1 1 -1 1
4. 10 1 1 1 1
5. 18 81 729 6561
r_l . Z X Z(x Z(x Z(x Z(x
=45 | —%) = — X)? - x)3 - x)*
=128 = 486 = 7940
Now, ¥ = 2= = oo
n 5
Therefore u; = om0 _ 0 _ 0,
n 5
Y(x—x)> 128
= = = 25.6,
H2 n ] 5
xX—X 486
M3 = 2( n ) = = 972,
Y(x—x)* 7940
= = = 1588.
Ha n 5
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Example 5.7.4. Calculate p,, u,, us, n, for the following frequency

distribution:
Marks 5-15 15-25 25-35 35-45 45-55 55-65
No. of 10 20 25 20 15 10
students
Solution.
Marks | No.of | Mid fx |x—-x| f(x fx—%2 | fx—-%3 | f(x—-x)*
studen — point - %)
0] (€3]

5-15 10 10 100 24 | =240 5760 -138240 | 3317760
15-25 | 20 20 400 -14 | -280 3920 -54880 | 768320
25-35 | 25 30 750 -4 -100 400 -1600 6400
35-45 |20 40 800 6 120 720 4320 25920
45-55 | 15 50 750 16 240 3840 61440 983040
55-65 | 10 60 600 26 260 6760 175760 | 4569760

N =100 > fx L e | Y e | ) f

= 340( —x)? - x)8 —x)*
= 21400| = 46800| = 9671200
Now, & = 2% = 3490 _ 34
N 100

Therefore y; = i 0 0,

> f( X)? ! 21401(())0

_SfGe—®)? _ 21400 _
Ha _Z ( N - =100 ~ 4%
_ flx—x _ 46800
BN T "0 = 468,
L= LfGe=2)* _ 9671200 _ 96712,
N 100

Example 5.7.5.The first three moments of a distribution about the
value ‘2’ of the variable are 1, 16 and —40. Show that the mean is 3,
variance is 15 andu; = —86.

Solution. We have A = 2,u; = 1,u; = 16 and u;3 = —40.
p=x—-A=2x=u+4A=1+2=3.
Variance = y, = pjy —py"” = 16 — (1)% = 15.
_ ! 12 12 3 _ 3
B3 = pz — 3 1y + 2p = —40 — 3(16)(1) + 2(1)
=—40 — 48+ 2 = —86
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Example 5.7.6.Calculate the variance and third central moment from

the following data:

x; |0 1 2 3 4 5 6 7
fi 1 26 59 72 52 29 7 1
Solution.Calculation of Moments
X f u=""9% fu fu? ful
A=4nh
0 1 -4 -4 16 -64
1 9 -3 -27 81 -243
2 26 -2 -52 104 -208
3 59 -1 -59 59 -59
4 72 0 0 0 0
5 52 1 52 52 52
6 29 2 58 116 232
7 7 3 21 63 189
8 1 4 4 16 64
N Efu EfuZ qu3
= zf ——7 | =507 — 37
= 256

Now, moments about the point x = A = 4 are
Y. fu -7
— |h=—=-0.02734

S 256
. Y fu*) , 507
Wy, = < N h* = ﬁ = 1.9805

) Y fud W -37 c
u3—< N > =g = 0.144
moments about mean

U =0, u, = uj — ,ul’z = 1.9805 — (—.02734)? = 1.97975
Variance = 1.97975.
Also,

3

Us = ps —3u uy' +2p" = (—0.1445) — 3(1.9805)(—.02734) +
2(—.02734)3 = 0.0178997.
Third central moment = 0.0178997.

Example 5.7.7.The first four moments of a distribution about the mean
are 0,100,—7 and 35000. Discuss the kurtosis of the distribution.

Solution.y; = 0,
B, = Ha _ 35000
27 u2 T (100)2

U, =100, puz =—7,u, = 35000.
=3.5>3.

Therefore the distribution is leptokurtic.
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Example 5.7.8.The first four moments of a distribution about the value
'5'" of the variable are2, 20,40 and 50.Calculate the moment coefficient
of skewness.

Solution.We haved = 5, u; = 2,1, = 20,u5 = 40, y, = 50
po= py—p =20—(2)2=16
73
Also uz = ps —3u,'uy" + 21, =40 —3(2)(20) + 2(2)3 = 40 —
120 + 16 = —64.
Moment coefficient of skewness = 4= = —2%_ =% = _1

3 (16)3 64
H2

Example.5.7.9.
i A pair of two coins is tossed, what is the expected value?
ii A pair of dice is thrown together, find the expected value.

Solution.
i Expected value or mean value = E(X) = u = Y, p; x; (Here
X is a discrete random variable. In tossing of two coins,
probability distribution is represented in tabular as follows:

P(x)

SN )
N |-
1 =N

Therefore, E(X) =%x0+%x1+%x2=1.

As the probability of getting no head, one head and two heads

. . 111
is respectively T

(i1) In a throw of pair of dice the sum (X) is a discrete random
variable which is an integer between 2 and 12 with the
probabilities as given below.

X (2 |3 |4 |5 |6 |7 |8 |9 |10 |11 |12

P(X)| 123 |4|5]|4]|5]|4[3]2]1
36 136 136136136136136136136136]36

Therefore Expected value =
EX)=u

—12+23+34+ +211+112
36" 36 36 Tt 36 36

252

=—=7
36
e The variance in each of the above cases is given by: VarX=

Y px? — p?

In the tossing of two coins, we have
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ZP-XZ = Z'(O)Z +§.(1)2 +Z'(2)2 =3

Therefore Variance= ¥ px? = —.4 + =.9 + .16 + —.25 +

i ) - L 3 26 36 3677
—.36+—.494+—.64+—.814+—.100+—.121+ —.144
36 36 36 36 36 36 36

1
= 3g[4+9+16+25+ 36 +49 + 64 + 81 + 100
+121 + 144]

=1[1974] =3

36 6
Therefore Variance = g2 = % -
35

Standard deviation =0 = -

Example.5.7.10. IfX is a continuous random variable and K is a
constant then prove that :
OV +k)=VX), (i)V(Xk) = k*V(X).

7N =2.

Solution.VarX = E(X?) — [E(X)]?
Var[X + k] =E[(X + k)?] — [E(X + k)]%.
= E[X? + 2kX + k?] — { [E(X)]? + 2kE(X) + k?}.
= E[X?] + 2kE(X) + k? — [E(X)]? — 2kE(X) — k2.
Var[X + k] = E[X?] - [E(X)]*=V(X)
Therefore, V(x + k) = V(X). Now, Var[Xk]= E[(Xk)?] — [E(Xk)]%.
= E[k2X?] — [kE (X)]?
= k?E[X?] — k*[E(X)]?
= k*[E{X*} — {E(X)¥]
= k?Var[X]

Example.5.7.11. Let the random variableX have the distribution:
1
PX=0)=PX=2)=pPX=1)= 1—2p,f0r0SpSE.

For what p is that Var(X) a maximum?

Solution:In this example therandom variableX takes the values 0,1
and 2 with respective probabilities p,1 —2p and p,0 < p < % Thus
EX)=0xp+1x(1—-2p)+2xp=1E(X?
=0Xp+12x(1—-2p)+22xp=1+2p
Therefore, VarX = E(X?) — [E(X)]? =2p;0<p < %
Obviously, for 0 <p < %,Var(X ) is maximum when p = %, and
1
[Var(X)]max = 2 X =1
Example.5.7.12. Find the moment generating function of the
exponential distribution.
1 =x
f(x) =;e7;0 <x<oo,c>0.

Hence find its mean and stahdard deviation.
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Solution:Moment generating function about the origin is given by

[ee] 1 _E
M, (t) =f et .—e cdx
0 c

= lf e(t_%)x dx
0

c
1 [00)
1 e(t_E)x
== I =(A-ct) t=1+ct+c?t?2+c3t3+ -
(c-2) 0
Therefore v, = [%Mx(t)] = (c+2c*t+3c3t* + - )pg = ¢
t=0

d2
= |— — 9p2
V2 = [dtz Mx(t)] = 2c
t=0
Now, meanx = v, =¢
Variance p, = v, — X2 = v, —v;2 = 2¢%? — c? = 2.
Therefore standard deviation =/u, = c.

Example.5.7.13. Let fy(x) = ue ™ where X be an exponential
random variable with parameter . Find its characteristic function.

Solution:The characteristic function, @y (t) = fxoi o e “HXltx gy
u
T ou-it
We have evaluate the above integral essentially by pretending that
u — it is a real number.

5.8. SUMMARY:-

This unit the idea about “Expectation and moments”. Here, we
will introduce and discuss moment generating functions (MGFs).
There are random variables for which the moment generating function
does not exist on any real interval with positive length. If a random
variable does not have a well-defined MGF, we can use the
characteristic function defined.

5.9.GLOSSARY:-

i random variable
ii  probability density function (p.d.f)
iii  Mean
iv  Variance
v Moments
vi  Mathematical expectation
vii  Moment generating function
viii  Characteristic function
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5.12.TERMINAL QUESTIONS:-

TQ1.The first four moments of a distribution, about the value ‘35" are
—1.8,240,—1020 and 144000. Find the values ofpt;, Uy, HUs, Us.

TQ2.The following table represents the height of a batch of100
learners. Calculate Kurtosis?

Height |59 |61 |63 |65 |67 |69 |71 |73 |75
(cm)

No.of |0 2 6 20 40 20 8 2 2
learners

TQ3.An urn contains 7white and 3 red balls. Two balls are drawn
together, at random from this urn. Compute the probability that neither
of them is white. Find also the probability of getting one white and one
red ball. Hence compute the expected number of white balls drawn.

TQ4.0Obtain the moment generating function at the random variable x
having probability distribution

xfor0<x<1
f(x) = {2 —x for1<x <2 Alsodeterminev;,v,and .
0 otherwise
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1
TQS.Let fx(x) = o
its characteristic function.

where X be anCauchy random variable.Find

5.13. ANSWERS:-

Answer of Check your progress Questions:-
1) Z(Xi - IJ-X)Z
2) E(X7)
3) E(X*) = (E[XD?
4) VarX =E(X2) — [E(X0)]?
5) a.
6) 0.
7) True
8) True
9) False
10) False

Answer of Terminal Questions:-
D, =0, u, =236.76, u; = 264.36, u, = 141290.11.
2) leptokurtic.
21
3);.
4)Mx(t) =14+t+ tz + e, V1 = 1,V2 = 2 and Uy = 1.
5) The characteristic function, @y (t) = e~ ltl,
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UNIT 6:- LAW OF LARGE NUMBERS

CONTENTS:

6.1. Introduction
6.2.  Objectives
6.3  Chebychev’s Inequality
6.3.1 Generalised Form of Bienayme —Chebychev’s
Inequality.
6.4  Convergence in Probability
6.4.1. Chebychev’s Theorem
6.5  Weak law of large numbers (W.L.L.N.)
6.6  Bernoulli’s Law of Large Numbers
6.6.1 Markov’s Theorem
6.6.2 Khinchin’s Theorem
6.7  Borel-Cantelli Lemma (Zero-One Law)
6.8  Probability Generating Function (p.g.f)
6.9  Solved Examples
6.10. Summary
6.11. Glossary
6.12 References
6.13. Suggested Readings
6.14. Terminal Questions
6.15 Answers

6.1.INTRODUCTION:-

In previous unit we have discussed about Mathematical
expectation, Moment generating function and Characteristic function.
In this unit first we explained about Chebychev’s Inequality. This
inequality is named after Russian mathematician Pafnuty Chebyshev,
although it was first formulated by his friend and colleague Irénée-
Jules Bienaymé. The theorem was first stated without proof by
Bienaymé in 1853 and later proved by Chebyshev in 1867. The
convergence in Probability is also explained here. The basic idea
behind this type of convergence is that the probability of an “unusual”
outcome becomes smaller and smaller as the sequence progresses. The
idea of Weak Law of Large Numbers (W.L.L.N) is also discussed here.
Some other concept of Large number is also explained.
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6.2.0BJECTIVES:-

After studying this unit learner will be able to:

Describe the notion of Chebychev’s Inequality.

Explain the concept of Convergence in Probability.

Defined the Weak Law of Large Numbers (W.L.L.N).

Apply the concept of Bernouli’s Law of Large Numbers.
Summarize the Khinchin’s Theorem,Borel-Cantlli Lemma
(Zero-One Law) and Probability Generating Function (p.g.f).

Nk v -

6.3.CHEBYCHEV’S INEQUALITY:-

Chebyshev’s inequality is a theory describing the maximum number of
extreme values in a probability distribution.

Conditions for Chebyshev's inequality:
It requires only two minimal conditions:

i.  That the underlying distribution have a mean.
ii.  That the average size of the deviations away from this mean
(as gauged by the standard deviation) not be infinite.

Definition.If X is a random variable with mean pu and variance 0?2,
then for any positive number k, we have

1
P{X —ul = ka}Sﬁ

1

or{|X —ul<kos}=1 TT e (6.3.1)

Proof. Case (i). X is a continuous random variable. By definition,
02= o0y —E{X—EX)Y =EX —u)?
= fjooo(X — w? f(x)dx,wheref (x) is p. d. f ofX.

u—ko utko
_ J (X — )% F(x)dx + f (X — )? f(x)dx

- u—ko
s - peodx
u+ko

> [ - fdx + [ (X = i)? f()dx...(6.3.2)

Since, we know that
x<u—koandx >pu+ko=|x—pul =ko........(6.3.3)
Therefore by using (6.3.2) and (6.3.3) we get,
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+k o]
0% > k?c? [f# f(x)dx+f f(x)dx]
—o0 u+k

02 =k?c*[P(X <pu—ko)+P(X = u+ko)]
= k202 P{|X — u| = ko}
(From (5.3.3))
This implies that {|X — u| > ko} < 1/k?* ... (6.3.4)
Also since P{|X — u| = ka} + P{|X — u| < ka} = 1, we get
P{X —pul <ko}=1-P{X —pul} =1-{1/k?}......(6.3.5)

Case (ii).IfX is a discrete random variable, the proof follows
exactly similarly on replacing integration by summation.

Remark: In particular, if we takeko = ¢ > 0,then (6.3.2) and
(6.3.3) give respectively
2 2
P{X —pul =c} S:—ZandP{lX—ul <c}<1 —‘C’—Z
Var (X)

P{X —ul=c} < ——and P{X —ul<c}<1-
Var (X)
L (6.3.6)

Practical Example:

e Assume that an asset is picked from a population of
assets at random. The average return of the population
of assets is 12%, and the standard deviation of the
population of assets is 5%. To calculate the probability
that an asset picked at random from this population,
which has a return less than 4% or greater than 20%,
Chebyshev’s inequality can be applied.

e Suppose we have sampled the weights of dogs in the
local animal shelter and found that our sample has a
mean of 20 pounds with a standard deviation of 3
pounds. With the use of Chebyshev’s inequality, we
know that at least 75% of the dogs that we sampled
have weights that are two standard deviations from the
mean. Two times the standard deviation givesus 2 x 3 =
6. Subtract and add this from the mean of 20. This tells
us that 75% of the dogs have weight from 14 pounds to
26 pounds.

Use of the Inequality: If we know more about the distribution that
we’re working with, then we can usually guarantee that more data is a
certain number of standard deviations away from the mean. For
example, if we know that we have a normal distribution, then 95% of
the data is two standard deviations from the mean. Chebyshev’s
inequality says that in this situation we know that at least 75% of the
data is two standard deviations from the mean. As we can see in this
case, it could be much more than this 75%.
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The value of the inequality is that it gives us a “worse case” scenario in
which the only things we know about our sample data (or probability
distribution) is the mean and standard deviation. When we know
nothing else about our data, Chebyshev’s inequality provides some
additional insight into how spread out the data set is.

6.3.1. GENERALISED FORM OF BIENAYME -
CHEBYCHEV’S INEQUALITY:-

Let g(X)be a non-negative function of a random variable X. Then for
every k > 0, we have, P{g(X) = k} < @............"..(6.3.7)

Proof.Here we shall prove the theorem for continuous random
variable. The proof can be adapted to the case of discrete random
variable on replacing integration by summation over the given range of
the variable.

Let S be the set of all X, where g(X) =k, i.e., S=
{x: g(x) = k} then

fS dF(x) = P{gX)=k},......... (6.3.8)

whereF (x) is the distribution function of X.

E{g(X)} = j gEOdF () = j JGAF GO = kPg() = k)
—o00 S

[Since on S, g(x) = k and using (6.3.8)/
Plg(0} =k < H4&R (6.3.9)

Remark 6.3.1.1f we takeg(X) = {X —E(X)}* = {X — u}?and
replace by k?a? in (6.3.7), we get
EX—-w? o2 1

k20?2 - k252~ k2

P{X - w3} >

= P{IX—pl = ko < 5} ......(6.3.10)

Which is Chebychev’s inequality.

Remark 6.3.2.Markov’s Inequality. Taking g(X) = |X| in (6.3.7) we
get, for any k>0, P {|X| >k < %},Which is  Markov’s
inequality....cceceveenannes (6.3.11)

The generalized form of Markov’s inequality,

EIX|"

k?"

P(XI" =2 k™) <

e (6.3.12)
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Remark 6.3.3. If we assume the existence of only second — order
moments of X, then we cannot do better than Chebychev’s inequality.
However, we can sometimes improve upon the results of Chebyshev's
inequality if we assume the existence of higher order moments.

6.4. CONVERGENCE IN PROBABILITY:-

We shall now defined the concept of convergence, viz.,
convergence in probability or stochastic convergence. The idea that a
sequence of essentially random or unpredictable events can sometimes
be expected to settle down into a behaviour that is essentially
unchanging when items far enough into the sequence are studied.

The different possible notions of convergence relate to how
such behaviour can be characterized: two readily understood
behaviours are that the sequence eventually takes a constant value, and
that values in the sequence continue to change but can be described by
an unchanging probability distribution.

A sequence of random variables X1, X, X3 D, G is said to
converge in probability to a constant a, if for any €> 0,

limP(|X,—al<€)=1....c.c.... ...(6.3.13)
n—oo
or its equivalent
limP(|X,—al =€) =0............. ...(6.3.14)
n—oo
and we can written X, 5 a,asn — o . ........ (6.3.15)

. : P
If there exists a random variable X such that X,, —a—>aas n-
oo, then we say that the given sequence {X,} of random variables
converges in probability to the random variable X.

Remark 6.4.1: If a sequence of constantsa, —a as n — oo then
regarding the constant random variable having one-point distribution at

o : P
that point, simply we write a,, > a asn — oo.

Remark 6.4.2: Although the concept of convergence in probability is
basically different from that of ordinary convergence of sequence of
numbers, it can easily verified that the following simple rules hold for
convergence in probability as well.

IfthatXngaYng,B as n — oo, then

. P
i X,+Y,2ax fasn— oo,

. p
i X,¥,—-a fasn - o,
Xn P a

iii —--asn - oo, provided § # 0.
Yo B
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6.4.1.CHEBYCHEV’S THEOREM:-

As an immediate consequence of Chebychev’s inequality, we
have the following theorem on convergence in probability.
“If X1, X5, ... .... X, 1s a sequence of random variables and if mean p,
and standard deviation o,, of X,, exists for all n and if 0,, = 0 as n—
m,’

Proof. By Chebychev’s inequality, for €> 0,

2
0,
P{IXn—unlze}Sk—T;%Oasn

- oo( g, » 0asn - ).

P .
Hence X,, — 1, = 0 as n = oo, provided g,, = 0 as n— oo.

6.5.WEAK LAW OF LARGE NUMBERS :-

Let Xi,Xo X3 o D, G be a sequence of random
variables andpty, P U3 o Hg e e e be their respective
expectations and let

Bn = VaT'(Xl +X2 + - +Xn) <
Then

P{ X1+Xo+-+Xn  Matpat--tUn

n n
For all n > n,, where € and n are arbitrary small positive numbers,
provided

<€ Z1-7uiinnn(6.5.1)

. n
lim — — 0.
n-ocon

Proof. Using Chebychev’s Inequality, to the random wvariable
(X1 +Xp+-+Xp)

- ) we get for any
e op{|(Bein - (phetend) < o1t
[Since Var (X1 X2 : i Xn) = n—lear(Xl + X, + 4 X))
= s
It implies that P {|(X1+X2:"+X”) — (“1+“2:'+“n) < E} >1- nlsz-

So far, nothing is assumed about the behaviour of B, for indefinitely
B
nzzz

increasing values of n.Sincee is arbitrary, we assume — 0,asn

becomes indefinitely large. Thus, having chosen two arbitrary small
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positive numbers € and 7, number n, can be found so that inequality
B
nZTEl2
P{|(X1 + X+ +Xn> _ (.U1 +up t "'+Hn)
n n

< 7, will hold for n > ny.Consequently, we shall have

<€}21—1’]

For all n >ny, (6,1). This conclusion leads to the following
important result, known as the (Weak) Law of Large Numbers:

“With the probability approaching unity or certain as near as we
please, we may expect that the arithmetic mean of values actually
assumed by n random variables will differ from the arithmetic mean of
their expectations by less than any given number, however Small,
provided the number of variables can be taken sufficiently large and

provided the condition% — 0 as n — oo is fulfilled.”

Remark 6.5.1.X,, g,u—nprovided% — 0asn — oo,

Remark 6.5.2.For the existence of the law we assume the following
conditions:

a) E(X;) exists for all i,
b) B, =Var(X; + X, + -+ + X,,)exists.

B
c) = — 0asn — oo,
n2

Remark 6.5.3. If X, X;X3 . . DGR are independent and
identically distributed.
ie., if E(X;) = puand Var(X;) = o2 foralli = 1,2, ........n then

n

B, =Var(X; + X, + -+ X,) = z Var (X;)
i=1
The convariance terms vanish, since variables are independent.
By=n06%..iin..(6.5.2)
Hence lim,,_, 4 % =lim,_,(0?/n) =0. Thus, the law of large
number holds for the sequence {X,} of independent and identically
distributed random variables and we get,

p{w—u| <e}>1—nf0rn>

noi.e.,P{{X,—pul<e}—lasn— o= P{X, —
Ul <e}—0asn — oo,

Where X, is the mean of the n random variables
X,,.This result implies that X, converges in

......................

probability to u,i.e., X, 5 U

e If X, is the mean of n identically distributed random
variablesXy, X, X3 X, with if EX;)=up and
Var(X;) = 02, then EX,) =u; and Var(X,) =
Var(Xr, x;/n) = o%/n.
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6.6.BERNOULI’S LAW OF LARGE NUMBERS:-

The law of large numbers, in statistics, the theorem
that, as the number of identically distributed,
randomly generated variables increases, their sample
mean (average) approaches their theoretical mean.The
law of large numbers was first proved by the Swiss
mathematician Jakob Bernoulli in 7713. The law of

large numbers is closely related to what is commonly Jakob Bernoulli
called the law of averages. Fig 6.5.1
Let there be n trials of an event, each trial resulting in Ref:

https://www.britannica.com/science/law-
of-large-numbers

a success or failure. If X is the number of successes in
n trials with constant probability p of success for each
trial, then E(X) = np and Var(X) = npq,q =1 —p.
The variable X/n represents of successes or the
relative frequency of successes, and

E (%) = p,and Var (%) = % Var(X) = z;—q.
Then,

P{|§—p| <e}—>1asn—>00$P{|;—(—p| Ze}asn—wo

for any assigned € > 0. This implies that (X/n) converges in
probability to p as n — oo.
Proof. Using Chebychev’s Inequality, to the random variable (%), we

getforany6>0,P{|§—E(§)| ZE}SM=E<;

€2 nez — 4ne?’

Since the maximum value of pg is at p =q = %,i.e.,max(pq) =

1, 1 . . .
2 l.e.,pq < e Since € 1s arbltrary, we get

P E @)=~ vasn o= (£ (2 1

n n

as n — oo,

6.6.1.MARKOV’S THEOREM:-

The weak law of large numbers holds if for some § > 0, all the
mathematical expectations E|X;|'*%;i=1,2,......... exist and are
bounded. Markov theorem provides only a necessary condition for the
weak law of large numbers to hold good.
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6.6.2. KHINCHIN’S THEOREM:-

If X;'s are identically and independently distributed random variables,
the only necessary condition for the law of large numbers to hold is
that E(X;); i = 1,2 ....should exist.

6.7. BOREL-CANTELLI LEMMA_:-

Theorem 6.7.1.LetA;, A, As, ... ... ... ... be a sequence of events on the
probability space (S,B,P)and let A=hlm A,.If ¥, P(4,) < o,
then P(A) = 0. It means that if ),;_; P(4,) converges then with
probability one, only a finite number of A4, A; As, ... ... ... ...can occur.

Proof.Since A =Tm 4, = N&_; US_, 4, we have A € Us_, Am,
for every n. Thus for each n, P(A) < Ypo—n P(A,,). Since Y0, P(4,,)
is convergent (given), Ym—n P(4,,), being the remainder term of a
convergent series, tends to zero as n — oo, Thus P(4) = 0.

Borel-Cantelli Lemma (Converse). Let A3, Ay, ... .... Be independent
events on (S,B,P)and A =lm A,If Y, P(4,) = o, then If
P(A) =1.

Proof. We have for any m,n(m >n). Ny, Ax € NI, 4 =
P(NiZnAr) < P(Nitn Ar) = [Tien P(Ay) (where A, =S—4,) ,
because of the fact that if (4,, Ap41, - .- A;) are independent events,
so are (A,Ani1, oo Ay). Hence P(NTL,AL) =[T0L,{1 -
P(A} <Ili-, P T < e, forx=0] =

exp{— Yre, P(A,)}, vm.Since Yme1 P(Ay) = 0,30, P(4,) —

00,as M — 0,
therefore P(NyenAx) = 0 coveveeennn(5.7.1)

But A =Ny, Up_, A, therefore A = N5, Uy, Ax(De-Morgan’s
Law).It implies that P(4) Y- P(Nj=p Ax) = 0= P(A) = 0

(from ...(5.7.1)).

Hence P(A)=1-P(A) =1, as required. If Ay, A, ... are
independent events on (S, B, P), it follows from Theorem (5.7.1) that
the probability that an infinite number of them occur is either zero
(On=1 P(A,) < ) or one [when },;7_; P(4,) = o)]. This statement
is a special case of so-called “Zero-one law”.

Zero-one law:If A, A, ... ... are independent events and if E belongs
to the o —field generated by the class (An, Apyq, o ) for every n, then
P(E) is zero or one.
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6.8.PROBABILITY GENERATING FUNCTION:-

If ay, aq,a; ... .... Is a sequence of real numbers and if A(s) = ay +
a;s + a,s? + - = Y2, a;s'converges in some interval -so < s < s,
when the sequence is infinite then the function A(s) is known as the
generating function of the sequence {a;}. When a; is the probability
that an integral valued discrete variable X takes the values i, i.e.,a; =

pi=PX=1i);i=012,.... with ), p; =1, then the probability
generating function, abbreviated as p. g. f., of r.v. X is defined as:
P(S) = E(SX) = 3 0 S . Pyuerernrernnernaeanereneeennneannnens (6.8.1)

Remark 6.8.1.0bviously, we haveP(1) = ), p, = 1. Thus a function
P(s) defined in (6.8.1) is a probability generating function iffp, >
OVx and ), p, = 1.

Remark 6.8.2.Taking s = elin (6.8.1) we get P(et) = E(et*) =
My (t),i.e., from probability generating function we can obtain
moment generating function on replacing s by e............... (6.8.2)

Remark 6.8.3.The joint probability generating function of two random
variables X; and X, is a function of two random variables s; and s,
defined by:

Py x,(51,55) = E(s,%.5,%2) = Z Z 5,71.5,%2p(x1, %,). - (6.8.3)
x1 x2

Marginal probability generating function can be obtained from (6.8.3)
as given below:

Py, (s1) = E(s;%1) = Py, x,(s1,1); Px,(s2) = E(s;%)
= PXl,Xz(l’ 52) (68 4')

Remark 6.8.4. Two random variables variables X; and X, are
independent =4 PX1'X2 (51,52) = PX1 (51).PX2 (52) (6 8. 5).

The above concepts can be generalised to n random variables.

6.9. SOLVED EXAMPLES:-

Example 6.9.1.A symmetric die is thrown 600 times. Find the lower
bound for the probability of getting 80 to 120 sixes.

Solution.Let S be total number of successes. ThenE (S) = np = 600 X

ﬁ =100 and E(S) = npq = 600 X ﬁ X z = 5%0. Using Chebyshev's

inequality, we get,
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P{X —E(S)| < ko} =1 —k—12=>p{|X— 100] <

k ﬂ} >1-=.
6 k2

Therefore P{lOO —k /% <S<100+k /5%0} >1— é
. 20

Taking k = Teoore

1 19
400 x (6/500) 24

P{80<S<120}>1

Example 6.9.2.UseChebyshev's inequality to determine how many
times a fair coin must be tossed in order that the probability will be at
least 0.90 that the ratio of the observed number of heads to the number
of tosses will lie between 0.4 and 0.6.

Solution. By Bernoulli’s Law of Large Numbers, we get for anye > 0,

X X
P{|;—p|<E}—>1a5n—>00:>P{|;—p|ZE} asn
—

Since p = 0.5(as the coin is unbiased) and we want the proportion

of successes X/n to lie between 0.4 and 0.6,we have,|;—{ - p| < 0.1.

Thus choosing € = 0.1, we have P {|§ — p| < 0.1} >1—— =

4n(0.1)2
1 — —— Since we want this probability to be 0.9, we fix 1 — =
0.04 0.04n
0.90 it implies that 0.10 = —— => n = ———— = 250.
0.04n 0.10X0.04

Hence the required number of tosses is 250.

Example 6.9.3.Two unbiased dice are thrown. If X is the sum of the
numbers showing up, prove thatP{|X — 7| < ko} >3 < g.Compare
this with the actual probability.

Solution.The probability distribution of the random variableX (the sum
of the numbers on the two dice) is as given in the following table:
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X | Favourable cases (distinct) Probability
(p)
2 (1,1) 1/36
3 (1,2),2,1) 2/36
4 (1,3),(3,1)(2,2) 3/36
5 (1,4),(4,1),(2,3),(3,2) 4/36
6 (1,5),(5,1),(2,4),(4,2),(3,3) 5/36
7| (1,6),(6,1),(2,5),(5,2),(3,4),(4,3) 6/36
8 (2,6),(6,2),(3,5),(5,3),(4,4) 5/36
9 (3,6),(6,3),(4,5),(5,4) 4/36
10 (4,6),(6,4),(5,5) 3/36
11 (5,6),(6,5) 2/36
12 (6,0) 1/36

E(X) =2p.x

=%(2+6+12+20+30+42+40+36+30+
22+12) =7

E(X?) =Zp.x2

1
=£(4+18+48+100+180+294

1
+ 320 + 324 + 300 + 144) = £(1974)
329
6

Therefore Var (X) = E(X?) —{E(X)}? = % - (7%= 3;

Using Chebyshev's inequality, we get

PUX -l = k} < Z% = PlIX - 7] 23} < B =
= (Taking k = 3)

Actual Probability:
P{IX—-7|=23}=1-P{|X—-7| <3}
=1-P(4<X<10).

=1-[PX=5)+PX=6)+PX =7)
+P(X=8)+PX =9)]
24

1 1
—1—%[4+5+6+5+4]—1—£—§
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Example 6.9.4: Let X, X5, ............ .., X, independent

and identical distributed variables with mean pand variance
P

cand as n— oo, (x¥ +x% +--x2)/n > cfor some

constant ¢, for some constant ¢; (0 < ¢ < o). Find c.

Solution. E(X;) = u,Var (X)) =c%i=1.2,...... n.

Therefore E(X?) = Var(X))+ {E(X)}? = 02 +
wi(finite);i = 1,2, ... ... ..n.

Since E (X?) is finite; by khinchine’s Theorem weak law of
large number holds for the sequence of independent and
identical distributed variables for the sequence X7 of
independent and identical distributed random variables so
that,

P
(x2+x2+-x2)/n > EX})as n— o,
This implies that
P
2 4+x2+-x2)/n >0+ =casn— o
1 2 n u
Hence ¢ =02+ u?.

Example 6.9.5:A bag contains one black ball and m white
balls. Aball is drawn at random. If a white ball is drawn, it
is returned to the bag together with an additional white
ball. If the black ball is drawn, it alone is returned to the
bag.

Let A,, denote the event that the black ball is not drawn in
the first n trials. Discuss the converse to Borel-Cantelli
Lemma with reference to events A, n = 1,2,3 ... ... ...

Solution:

A, = The event that black ball is not drawn in the first n
trials ..........(6.9.4.1)

= The event that each of the first n trials resulted in the
draw of a white ball.

= P(A,) = P(E; NnE, N .......n E,),whereE; is the event
of drawing a white ball

in the ith trial. Therefore,

P(An)
= P(E{)P(E;/E1).P(E3/E; N Ey).. P(En/E1 N Ep..N Ep_q)
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m m+1 m+n-—1
= — X Xiiniir edd X —m/88
m+1 m+2m m+n
= e (6.9.4.2)
m+n

(Since if first ball drawn is white (W) it is returned
together with an additional white ball, i.e., for the second
draw the box contains 1B, (m + 1)W balls and

PE,JE) =L
2/E1) = ——— and so on.

Therefore,

%) — [oe] m_ __ LY 1_ — _1
Zn=1 P(An) - Zn=1 m+n m 2n=1 m+n m (m+n +
1 + 1 + .. )
m+2 m+3

[00)

Z P(A,) = = m{Z% - <i %)} e (6.9.4.3)

n=1 n=1

Since Zf{’zli is divergent by p —series test. Hence

Y- P(A,) = 0. From the definition of A, in ...(6.9.4.1)

it is obvious that A, l. Therefore A = lim = limsupA,, =
n n

® = P(A) = P(@) = 0. This result is inconsistent with
the converse of Borel-Cantelli Lemma, the reason being

that the events A,(n = 1,2, ...... Jconsidered here are not
. . m
independent.Since P(A; N Aj) =P(A) = —F
P(A)P(4;).Since for (i > j),A; € 4; as A, L.[from
(6.9.4.2)].
Example 6.9.6. Find the probability generating function
of :

a) P(X <n),

b) P(X <n),

¢) P(X =2n),

Solution. a) Let X be an interval valued random variable
with the probability distribution :

P(X =n) = ppandP(X <n) = q,.So that g, =py+
Dit..psn =012 ...

Therefore q, — qn-1 = pp,n = 1.1t implies X7, qps™ —
2n=1Gn-15" = XLn=1Pxs". It implies that Q(s) —qo —
sQ(s) = P(s) — p,. Hence,
P(s)+qq — P(s
0(s) = (s) +qo Po _ (s)
1-s 1-s5

[ qo = Pol
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b)Let  P(X <n) = qn.=po+ Pr4+-Pn-1,9n — Gn-1 =
Pn-1,n =20t implies XL, qnS™ — Xiloqno1S" =
Yoy Pre1S" = S Y1 qnS™. It implies that Q(s) — q;5 —
sQ(s) = sP(s) —spo.[* qo = 0] = Q(s)[1 —s] =
sP(s) — spo + q15 [ 90 = Pol

c)let P(X = Zn) Dan-Its p. g. f.Q(s) is given by:

Q(s) = ZPZnSn =po+ D25+ past+ -

n=0

2Q(5) = 2po + 2po5 + 2pas? + -+ =(po +prs/? +
3

p2S + p3S /2 + pys® + ) + (Po — P15/ + pos —

p353/2 +pas? + ---)

20(s) = Zp (/%) + Z e (— /2"
= P(s'/?) + P( st
P(s¥?) + P(- 51/2)

2

Q(s) =

CHECK YOUR PROGRESS

Problem 1.Using Chebyshev’s inequality,
calculate the percentage of observations that
would fall outside 3 standard deviations of the
mean.

a) 11%

b) 89%

c) 90%

d) 72%

Problem 2.A class of second graders has a mean
height of five feet with a standard deviation of one
inch. At least what percent of the class must be
between 4°10”and 5°2”?

a) 75%

b) 80%

c) 90%

d) 95%
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Problem3. The law of large numbers
shows a relationship between the
theoretical probability and the

Sample size

exponential probability

experimental probability

rational probability

Problem 4.The practical result of the central
limit theorem is that

researchers must take a large number of
samples before inferences about the
population can be made.

The researcher must know the shape of the
population distribution before inferences
about the population can be made.
Small-sized samples should not be used in
research.

The concept of the sampling distribution is
unimportant to researchers.

none of the above

Problem4.The formula Z = (X - p)/o
where p is the hypothesized or expected
value of the mean,

is the formula for a confidence interval.
The way of making a linear transformation
of any normal variable into a standard
normal variable.

The formula for calculating the standard
error of the mean.

The computation for estimating the value
of the central limit theorem.

Problem6. For Chebyshev’s inequality,
the k must be an integer. True\False.
True\False.

Problem7.The Chebyshev’s inequality also tells us

P{X —pu| = ko} < % . True\False.
Problem8.Chebyshev’s inequality can
help us estimateP(u —o <X < u+ o).
True\False.
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Problem9.We can use Chebyshev’s inequality
to prove the Law of Large Numbers. True\False.

Problem10. A coin is weighted so that its
probability of landing on heads is 20%.

Suppose the coin is flipped 20 times. The
bound for the probability it lands on heads at
least 16 times is 1.38 X 1078.True\False.

6.10. SUMMARY :-

In this unit first we explained about Chebychev’s Inequality.
Chebyshev's inequality is a probabilistic inequality then convergence
in Probability is explained here. The idea of Weak Law of Large
Numbers (W.L.L.N) is also discussed here. After that Some other
concept of Large number is also explained. After that concept of
Bernouli’s Law of Large Numbers is defined then Summarize the
Khinchin’s Theorem, Borel-Cantlli Lemma (Zero-One Law) and
explained the concept of Probability Generating Function (p.g.f).

6.11.GLOSSARY:-

i. Random variable

ii Mean

iii Variance

iv. Moments

v Mathematical expectation
vi Convergence

vii Probability Space

viii Independent events.

ix Moment generating function.
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6.14. TERMINAL QUESTIONS:-

i If you wish to estimate the proportion of engineers and
scientists who have studied probability theory and you
wish your estimate to be correct within 2% with
probability 0.95 or more, how large a sample would
you take (a) if you have no idea what the true
proportion is, (b) if you are confident that the true
proportion is less than 0.27

ii  For geometric distribution p(x) =27"%x =
1,2,3, ... prove that Chebychev’s inequality gives
P{x—2| <2} > %, while the actual probability is 1—2.

iii  State and Prove Chebychev’s
MNEeqUAlILY?...ooieieee e

iv  Letf(x) = xis for x = 1and Ootherwise. What bound

does Chebyshev’s inequality give for the probabilityP =
2.57For what value of a can we sayP = a < 15%?
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6.15.ANSWERS:-

Answer of Check your progress Questions:-

1. A
i. 75%
iii.  Experimental Probability
v. e
v. b
vi.  False
vii.  True
viii.  True
ix.  False
X. True

Answer of Terminal Questions:-

i.(@) n = 12,500. (b)8,000.
iv1/15,25/12
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BLOCK III
PROBABILITY DISTRIBUTIONS
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UNIT:-7 DISCRETE PROBABILITY
DISTRIBUTIONS

CONTENTS:

7.1. Introduction

7.2.  Objectives

7.3  Discrete uniform Distribution.
7.4  Bernoulli Distribution.

7.5  Binomial Distribution.

7.6  Possion Distribution.

7.7  Negative Binomial Distribution.
7.8  Geometric Distribution.

7.9  Hypergeometric Distribution.
7.10 Solved Examples

7.11  Summary

7.12  Glossary

7.13 References

7.14. Suggested Readings

7.15 Terminal Questions

7.16 Answers

7.1 INTRODUCTION:-

In previous unit we have discussed about Chebychev’s
Inequality, = Convergence in Probability, Weak law of large numbers
(W.L.L.N.), Bernoulli’s Law of Large Number, Borel-Cantelli Lemma
(Zero-One Law) and Probability Generating Function (p.g.f). In this
unit we explained about Discrete uniform Distribution, Bernoulli
Distribution, Binomial Distribution, Possion Distribution, Negative
Binomial Distribution, Geometric Distribution and Hypergeometric
Distribution.  In probability  theory and statistics,  a probability
distribution is the mathematical function that gives the probabilities of
occurrence of different possible outcomes for an experiment.

7.2.0BJECTIVES:-

After studying this unit learner will be able to:
1 Write down expressions for different discrete distribution.
ii  Calculate the mean and variance of the different discrete
distributions.
iii  Show that Poisson distribution is a limiting case of binomial
distribution.
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7.3.DISCRETE UNIFORM DISTRIBUTION:-

A random variable (r.v.) X is said to have a discrete uniform
distribution over the range [1,n] if its p. m. f. is expressed as follows:

1
P(X = x) = {; forx=1.2,..n

0, otherwise

Here n is known as the parameter of the distribution and lies in the set
of all positive integers. Equation (7.3.1) is also called a discrete
rectangular distribution.

e A simple example of the discrete uniform distribution is
throwing a fair die. The possible values are 1, 2, 3, 4, 5, 6,
and each time the die is thrown the probability of a given
score is 1/6. If two dice are thrown and their values added,
the resulting distribution is no longer uniform because not all
sums have equal probability.

Moments.E (X) =% L= nTH,E(XZ) =% nLit= ntD)Ent)
VX) = E(x?) - [EQ0)? = 200

The moment generating function of X is :
n
1 et(1—e™)
M.(t) = E tXy — _ tx —
(D =E@N) =) e ==y

x=1

7.4. BEROULLI DISTRIBUTION:-

A random variable (r.v.) X is said to have a Bernoulli distribution
with parameter pif its p. m. f. is given by:

X _ 1-x —
P(X =x) = {P 1-p) foraf 1,2,..n
0, otherwise

The parameter p satisfies 0 < p < 1. Often (1 — p) is denoted q.

A random experiment whose outcomes are two types, success S and
failure F, occurring with probabilities p and failure g respectively, is
called a Bernoulli trial. If for this experiment, a random variable X is
defined such that it takes values 1 when S occurs and 0 if F occurs,
then X follows a Bernoulli distribution.
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7.5.BINOMIAL DISTRIBUTION:-

Binomial distribution was discovered by James Bernouli
(1654-1705) in the year 1700 and was first published in 1713.

Let a random experiment be performed repeatedly, each
repetition being called a trial and let the occurrence of an event in a
trial be called a success and its non-occurrence a failure. Consider a set
of n independent Bernoullian trials (n being finite) in which the
probability’p’ of success in any trial is constant for each trial, then
q = 1 — p, is the probability of failure in any trial.

The probability of x successes and consequently (n — x)
failure in n independent trials, in a specified order (say)
SSFSFFFS ... ... FSF (where S represents success and F represent
failure ) is given by the compound probability theorem by the
expression:

P(SSFSFFFS ...... FSF)
=P(S)P(S)P(F)P(S)P(F)P(F)P(S)
X P(F)P(S)P(F)
=p.p.q4.9.9.9.9.P ....q.P-q o

_ PDPPD 4.0 = D*q
{x factors} {(n—x) factors}

But x successes in n trials can occur in (Z) ways and the probability
for each of these ways is same, viz., p*q™*. Hence the probability of
X successes in n trials in any order is given by the addition theorem of
probability by the expression (Z) p*q"~.

The probability distribution of the number of successes, so obtained is
called the Binomial probability distribution.

The probabilities of 01,2,....,n successes, Viz.,
a"(Da™p, (})q" p? ..., p", are the Binomial expansion of
(g +p)".

A random variable X is said to follow binomial distribution if it assumes
only non-negative values and its probability mass function is given by:

PX =x)=pk) =
n X ANn—X. — « —
{Q)pq X =012 WA=1=D o 753)
0, Otherwise
e nandp in the distribution are known as the parameters
of the distribution.
e Degree of Binomial distribution is sometimes 'n’.
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e Thevalueof X =0,1,2,......,1.

e Any random variable which follows binomial distribution is
known as binomial variate.

e X -~ B(n,p) to random variableXfollows binomial
distribution with parameters n and p.

e The probability p(x) in (7.5.3) is also sometimes
denoted by b(x, n, p).

e The assignment of probabilities in (7.5.3) is permissible
because

zn:p(x) = zn: (:) p*q" " =(@+p" =1
x=0 X

= =0
e Let us suppose that n trials constitute an experiment.
Then, if this experiment is repeated N times, the
frequency function of the Binomial distribution is given

by:
n
n
— — X 4N—X.
f@=Np@ =N ) (D)prqrx
x=0
=012, ....... M ... (7.5.4)
and the expected frequencies of
01,2, ... cv . ,m  successes are the successive terms of

the binomial expansion, N(q + p)",q +p = 1.

e In binomial distribution under the following

experimental conditions:
i.  Each trial results in two exhaustive and mutually
disjoint outcomes, termed as success and failure.
ii.  The number of trials 'n’ is finite.
iii.  The trials are independent of each other.
iv.  The probability of success 'p’ is constant for
each trial.

e The trials satisfying the condition (i), (iii), and (iv) are
also called Bernoulli trials.

e The problems relating to tossing of a coin or throwing
of dice or drawing cards from a pack of cards with
replacement lead to binomial probability distribution.

e Binomial distribution is important not only because of
it’s wide applicability, but because it gives rise to many
other probability distributions.

e Tables for p(x) are available for various values of
'n'and 'p’.

Moments of Binomial Distribution:
The four moments about origin of binomial distribution are obtained as
follows:
uy =np, py =n(n—1)p® +np,
s =nn—1n—-2)p*+3n(n—Dp?+np
py =nm—1D(n—2)(n-3)p*
+6n(n —1)(n —2)p3 + 7n(n — Vp? + np
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Hz = npq, ps =npq(l —2p), wu, =npq{l +
3(n — 2)pq}
P _Hi_(-2p)y?
B npq
Ua 1—-6pq
f2=—=3+———
Uz npq s e
_ _9-p _1-2p _ _q_1-6p
Mean=pu = np

Variance = npq = o
e Variance is less than mean.

Recurrence Relation for the moments of Binomial Distribution
(Renovsky Formula).

dur
trer = pq (g + %) ..................... (1.5.5)

1, =npq = o*
us =npq(q — p)
ts = npq[1 + 3pq(n — 2)]

Mode of Binomial Distribution.
Case I. When (n + 1)p is not an integer.
p(x)is maximum at x = m.
Case II. When (n + 1)p is an integer.
In this case the binomial distribution is bimodal and the
two modal values are m and m — 1.
Moment Generating Function of Binomial Distribution.
My(t) = (@ +pe)™ e e e (7.5.6)

Additive Property of Binomial Distribution.

e The sum of two independent binomial variates is
not a binomial variate.

e The binomial distribution possesses the additive
or reproductive property if p;= ps.

e If X;(i=1,2,....k) are independent binomial
variates ~ with  parameters (ni,p), (@ =
1,2,....k), then their sum Z§‘=1XL- -

B(Zi":1 ni:P)-

Chracteristic Function of Binomial Distribution.

0x(t) = (q+ peit)n e ee ve ere e e e e e o (7.5.7)
Probability Generating Function of Binomial Distritution.
P(s)=(@s+q@)" e et e e vr e e . (7.5.8)

Cumulants of the Binomial Distribution.
Cumulant generating function is given by:
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Ky (t) = log My (t)

t2 3 ¢t
=n p(t+z+§+a+.)

2

pZ t2 t3 t4
—7G+Z+§+Z+m>
p3 (2 3 4 3
?G+Z+§+Z+m>+m]
k, = np,k, = npq, ks = npq(q — p), ks
= npq(1 — 6pq)

7.6.POISSON DISTRIBUTION:-

Poisson distribution was discovered by French mathematician
and physicist Simeon Denis Poisson (1781-1840) who published it in
1837. Poisson distribution is a limiting case of the binomial
distribution under the following conditions:

i1 n,the number of trials is indefinitely large, i.e.,

n — oo,

ii  pthe constant probability of success for each
trial is indefinitely small, i.e., p — 0.

iii  np = A, (say)is finite.
Thus p = A/n,q =1- /1/”’ where A 1s a
positive real number.
The probability of x successes in a series of n
independent trials is:

n
b(x;n,p) = "% x=012..n
(x;n, p) (x)pq X n;q
=1-p..(7.6.1)
We want the limiting form of (7.6.1) under the above conditions.
Hence

lim,_, b(x;n,p) = lim n—!(i)x ) (1 —

n-oo x!(n—-x)!' \n
A)n—x
- .

Using Stirling’s approximation for nlas n — oo,
viz.,
limn! = V2me ™n™+ (/2 we get

n—oo
lim b(x;n,p) =
n—-oo

2me "t (1/2) N
lim (—) .(1
n-o (! 1/27.[6—(n—x) (n _ x)n—x+(1/2) n

2% . nn—x+(1/2) ( ﬂ)n_x
B n

T eX.x! A (n — x)n—x+(1/2)°
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—-X

o dim (12 1im (1-2)

= R i n-o .
i (=) g (-5

n a
Butlim (1 — %) =e % lim (1 — %) = 1, a 1s not a function of

n—oo n—oo
¥ oe 1 ey

eXx! e X1 x!

n...(7.6.2). Therefore, lim b(x;n,p) =
n—-oo
0,1,2, ... .... o [Using (7.6.2)].

X =

Which is the required probability function of the Poisson distribution
‘A" is known as the parameter of Poisson distribution.

A random variable X is said to follow a Poisson distribution if it
assumes only non-negative values and it’s probability mass function is
given by:

e~ )X
p(x, ) =P(X =x) = T;x =012,.....;4>0
0 otherwise

Here 4 is known as the parameter of the distribution. We shall
use the notation X~P(4), to denote that X is a Possion variate with
parameter A.

”‘l{.] 1 I T T T
.35
0.30

= 0.25

0.00

0 5 10 15 20
k
Ref 7.6.1
.- . e~Apk
Probability Mass Function = o

https://en.wikipedia.org/wiki/Poisson distribution#/med
ia/File:Poisson pmf.svg
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In above figure the horizontal axis is the index k, the number of
occurrences. Ais the expected rate of occurrences. The vertical axis is
the probability of k occurrences given A. The function is defined only
at integer values of k; the connecting lines are only guides for the eye.

O— ._._ O—
D—
0.8 4 iy o-
= O
= 0.6 =i A=t
Vi A=10
(D
P *
0.4 4
L, & — .-
>
0.2 - -
&—
- -

0 D 10 15

Cumulative Distribution Function = e~* Z;’;JO%
Ref 7.6.2
https://en.wikipedia.org/wiki/Poisson_distribution#/med
ia/File:Poisson_pmf.svg

In above figure the horizontal axis is the indexk, the number of
occurrences. The CDF is discontinuous at the integers of k and flat
everywhere else because a variable that is Poisson distributed takes on
only integer values.

o YX,PX=x)=1.

e Corresponding distribution function is

F(x) = P(X <x) = zP(r) = e-lZi—:;x
=0 r=0

=012, .. ..
e Poisson distribution occurs when there are
events which do not occour as outcomes of a
definite number of trials (unlike that in binomial
distribution) of an experiment but which occur
at random points of time and space wherein our
interest lies only in the number of occurrence of
the event, not in it’s non-occurrence.
Examples: Calls per Hour at a Call Center: Call centers use the
Poisson distribution to model the number of expected calls per hour
that they’ll receive so they know how many call center reps to keep on
staff.
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Number of Arrivals at a Restaurant: Restaurants use the Poisson
distribution to model the number of expected customers that will
arrive at the restaurant per day.

Moments of Poisson distribution:
The four moments about origin of binomial distribution are obtained as
follows:
=4 gy =2+12,
usy =3 +32%2+1
o = A4+ 623+ 722 + Ay = 4, pg = Ay =
302+ 1
ui_A
B = 2B
_ Uy

g
& 2 A

1
)/1=+\/E=ﬁand V2= Pr—3=
. e vee e 0(7.6.3)

I e

1

Recurrence Relation for the moments of Poisson Distribution.
Prer = TAlr—1 +

dur
AE ................................... (7.6.4)
pa =4
ps =4
Uy =322+ 2

Mode of Poisson Distribution.
Case L. 1 is not an integer.

p(8)is maximum value. Where S is the integral part ofA.
Case II. 1 = kisan integer

In this case we have two modal values, viz., p(k — 1) and
p(k). The modes are (1 — 1) and A.

Moment Generating Function of Poisson Distribution.
My(t) = e . . ... ..(7.6.5)

Additive Property of Poisson Distribution
The sum of two independent Poisson variatesis
Poissonvariate. The converse is

Chracteristic Function of Binomial Distribution
Ox(@®) = e =D o (7.6.6)

Cumulants of the Poisson Distribution
AllCumulants of the Poisson Distribution are equal to A.
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Probability Generating Function of Binomial Distritution.
P(s)=e?™ D e (7.6.7)

Similarities & Differences between Binomial and Poisson
distribution

Similarities:

e Both distributions can be used to model the number of
occurrences of some event.

e In both distributions, events are assumed to be
independent.

Difference:

e In a Binomial distribution, there is a fixed number of trials
(e.g. flip a coin 3 times)

e Ina Poisson distribution, there could be any number of
events that occur during a certain time interval (e.g. how
many customers will arrive at a store in a given hour?)

7.7 :=NEGATIVE BINOMIAL DISTRIBUTION

A random variable X is said to follow negative
binomial distribution with parameter r and p if its
probability mass function is given by:

PX =x)=pkx) =

x+r—1 X AX. _ . — —

{( r) PreNx=012.nq=1-p (7.7.1)
0, Otherwise

Ifp = %and q= g, therefore Q — P = 1.

p(x) = .

— _ P
{(XT)Q r(‘E) X =012 (7.7.2)
0, Otherwise

Moments of Binomial Distribution:
The four moments about origin of binomial distribution are obtained as
follows:

f =1p, g =1p +r{ + 1P,

Uz =1PQ,

Mean < Variance
Moment Generating Function of Binomial Distribution.

My(t) =(Q—Pe") ™ oo (7.7.3)

Cumulants of the Binomial Distribution.
Cumulant generating function is given by:
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Kx(t) = log M (t)
t2 3 t*
= —rlog [1 —P<t+§+§+z+.)]
ki =71P,k, =71PQ,k; =7rPQ[Q + P], k4
=7rPQ[1+ 3PQ(r + 2)]

Probability Generating Function of Binomial Distritution.
P(s)=[p/(1—qS)]" v v e vve v w0 (7.7.5)
e Negative binomial distribution tends to
Poisson distribution as P — 0,7 — oo such
that rP = A(finite).

7.8. GEOMETRIC DISTRIBUTION:-

A random variable X is said to follow geometric
distribution if it assumes only non-negative values and if
its probability mass function is given by:

P(X =x)=px) =
{qxx;x =0,12.10<p<;q=1-p
0, Otherwise

Moments of Binomial Distribution:
The four moments about origin of binomial distribution are obtained as
follows:

r_ 4 = :i
M=, Var(X) = u, 2

Moment Generating Function of Binomial Distribution.
My(@t) =p(1—qge) ™ i ve e (7.8.2)

Probability Generating Function of Binomial Distritution.
Py(s) = [p/(1 —qS)] v e ver e e v e ee 00 (7.8.3)
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7.9 :-HYPERGEOMETRIC DISTRIBUTION

A discrete random variable X is said to follow hyper
geometric distribution with parameter N,M and n if it
assumes only non-negative values and its probability
mass function is given by:

%;k =0,1,2.n, min(n, N) .

0, Otherwise

ceeer(7.5.3)

Where N is a positive integer, M is a positive integer not exceeding N
and n is a positive integer that is at most N.

Mean and Variance of Hypergeometric Distribution:
The four moments about origin of binomial distribution
are obtained as follows:
nM NM(N — M)(N —n)
EX) =—,Var(X) =
X)) = Var(X) NZN - 1)

Recurrence Relation for the moments of Hypergeometric

Distribution
h(k+1;N,M,n) _ n—ky(M-k)

h(k; N,M,n)  (k+1D(N—-M—-n+k+1)

7.10.SOLVED EXAMPLE:-

Example 7.10.1.
i  Comment on the following statement:
For a Binomial distribution, mean is 6 and
variance is 9.
ii A die is tossed thrice. A success is getting 1 or
6 on a toss. Find the mean and variance of the
number of success.

Solution:

I Mean=p = NP = Gyerrererrnrinrrarnn 48
Variance =npq = 62 = 9uvrvenrennnnn. ?)
Dividing (2) by (1), we get

9
q= EZI.S
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which is impossible as 0 < g < 1.
Therefore above statement is False.

il Probability of getting success (1 or 6) on a toss
2 1
=570

Therefore,g = 1 — § =
Number of tossed of a d
a) Mean=np =3 ><§:

winN

jamry

e,n=23

X
w N
Il
wIlN

b) Variance =npq = 3 X

Example 7.10.2.If 10% of the bolts produced by a
machine are deftive, determine the probability that out of

10 bolts chosen at random.

Solution.Here, p(defective) = 11700 = %(Given).
9

Therefore g(non — defective) = 1 — 1—10 = =

Also, n = 10, (n is number of bolts chosen).
(Given)
The probability of r defective bolts out of n bolts chosen at
random is given by:

Pr) =P q" " e e e (1)
(i) Herer =1,
Therefore P(1) = (110) (%)1 (%)10_1

_ (11(')') (%)1 (%)9 = (.9)° = 0.3874.........(2)
(i1)) Herer = 0,

Therefore

PO = (*9) (1—10)0 (%)10_0 = (%)10_0 = 0.3486.0.00neen 3)

(iii) Probability that at most 2 bolts will be defective
= P(0) + P(1) + P(2).....(4)

Now, P(2) = (120) (%)2 (%)10—2 — 45 [1_10]2 (%)10—2
=45 (Wlo) (0.43046) = 0.1937

From (4), Required Probability
=P(0) + P(1) + P(2) = 0.3486 + 0.3874 + 0.1937 = 0.9297.

Example 7.10.3.A binomial variable X satisfies the relation
9P(X = 4) = P(X = 2) when n = 6. Find the value of the
parameter p and P(X = 1).

Solution: We know that,
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n
PX=r)= (r) 27 LR & §)

Therefore P(X = 4) = ($)p*q® = 15p*q?
and P(X =2) = (5)p%q* = 15pq*. Since n = 6.
The given relation is

9P(X = 4) = P(X = 2) = 9(15p*q?) = 15p3q*
This implies that 15p? = g% = (1 — p)?( Sincep + q = 1)
This implies that 9p?= 1 + p? — 2p. Therefore 8p? +
2p — 1= 0. Therefore (4p — 1)(2p +1) =0
Therefore p = %.

e 1\ 73\ . 3
Now, P(X =1) = () (5) () = 3559. Since q = 2.
Example7.10.4.Fit a binomial distribution to the following
frequency data:

X 0 1 2 4
f 30 62 46 10 2
Solution:The table is as follows:
X |f fx
0 30 0
1 62 62
2 46 92
3 10 30
4 02 8
Z f=15 Z fx =15

Mean of observations = Lfx _ 192 1.28

Sf 150
= np = 1.28
= 4p = 1.28 (nis no. of trial)
= p =0.32

Thereforeq =1—p =1-0.32 = 0.68
Also,p =0.32,q=1-p=1-0.32=0.68
Also, N = 150.

Hence the binomial distribution is =

N(g + p)™ =150(0.68 + 0.32)*.

Example7.10.5.A learner is given a true-false examination
with8 questions. If he corrects at least 7 questions, he
passes the examination. Find the probability that he will
pass given that he guesses all questions.

Solution.Here,n = number of questions asked = 8.
p= % q= %.(Since the question can either be true or
false).
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Probability that he Wi711 pazs : P(r=17) 7= P(Z)8+ P(8)
8\ /1 1\ 8\ /1 1\
~0)G) G +G) G
-3(3) 3)+13)

:(%)8 (8+1) =5 =.03516

Example7.10.6.Six dice are thrown729 times. How many
times do you expect at least three dice to show a five or
six?

Solution.p =the chance of getting 5 or 6 with one die =

p=1-;=2,n=6N=729.
Since dice are in sets of 6 and there are 729 sets.
The expected number of times at least three dice showing
five or six
=N.P(r=3) =729[P(3) + P(4) + P(5) + P(6)]
=729[P(3) + P(4) + P(5) + P(6)]

20O O +OE ) +OR Q)+
© ()]

221160 + 60 + 12 + 1] = 233.

36

Example7.10.6.The probability of a man hitting a target is
%. How many times must be fire so that the probability of
his hitting the target at least once is more than 90%?

Solution.p =the chance of getting 5 or 6 with one die =
2.1

6 3

The probability of not hitting the target in n trials is q™.
Therefore, to find the smallest n for which the probability

of hitting at least once is more than 90%,. We have
o 2\ 2\"

1 —q™ > 0.9. This implies that 1 — (5) >09= (5) <

0.1.The smallest n

For which the above inequality holds true is 6 hence he
must fire 6 times.

Example7.10.7.In a bombing action, there is50% chance
that any bomb will strike the target. Two direct hits are
needed to destroy the target completely. How many bombs
are required to be dropped to give a 99%chance or better
of completely destroying the target?
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. 50 1
Solution. p = o0 >
Since the probability must be greater than 0.99,if . nbombs
are dropped, we have

() (%)" +n(731) (%)n +(3) (%)n () (%)n > 0.99
(%) () +G)+ )+~ ()] =099

2"—n—-1
Z—nZO.99.

Example7.10.8.

(1) Suppose that a book of 600pages contains 40 printing
mistakes. Assume that these errors are randomly
distributed throughout the book and x, the number of errors
per page has a Possion distribution. What is the probability
that 10 pages selected at random will be free from errors?

(i) Wireless sets are manufactured with 25 solders joints
each, on the average 1 joint in 500 is defective. How many
sets can be expected to be free from defective joints in a
consignment of 1000 sets?

Solution. (i)pzﬁzé,
p=mp=t0() =
—W=0\15) T3
2%

-A9x 3=

e A e 3

P(x) = =
x! x!

n = 10.

2
—A)x “3(2/3)*
P(r) - x! - 3(x!/ )

2
—-Ax -3 0
Therefore, P(r) = £ A _e 3@ -2/3 _ 51

) x! x!

Therefore A = np = 10 (ﬁ) = 2—10 = 0.05.

Number of sets in a consignment, N = 10000.

Probability of having no defective joint = ,P(r =0) =
€705(0.05)°

——=0.9512.

0!
Therefore the expected number of sets free from defective

joints = 0.9512 x 10000 = 9512.

Example7.10.9. A car — hire firm has two cars, which it
hires out day by day. The number of demands for a car on
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each day is distributed as a Poisson distribution with mean
1.5. Calculate the proportion of days on which neither car
is used and the proportion of days on which some demand
is refused(e~1° = 0.2231).

Solution. Since the number of demands for a car is
distributed as a Poisson distribution with A = 1.5.
Therefore, proportion of days on which neither car is used
= Probability of there being no demand for the car.

e~

== - e~ 15 =0.2231.
Proportion of days on which some demand is refused =
Probability for the number of demands to be more than two
le™* 22e

1! * 2! )

1.5 (1.5)?
=1—e 1 <1 + + (15) > = 0.1912625

=1—P(x32)=1—<e-'1+

ETIY

Example7.10.10.An insurance company finds that0.005%
of the population dies from a certain kind of accident each
year. What is the probability that the company must pay off
no more than 3 of 10,000 insured risks against such
incident in a given year?

Solution.p = % = 0.00005,n = 10000

Therefore A = np = 10000 x 0.00005 = 0.5
Required Probability = 1—-P(r <3)=1-[P(0)+
P(1) +P(2) + P(3)]
=1-[P(0)+P(1)+P(2)+ P(3)]
-1 [e—-°5(o.os)° e~95(0.05)*
o! 1!

+

€705(0.05)? e—-°5(0.05)3]
2! 3!
=1-—¢e"%[1+ 0.5+ 0.125 + 0.021] = 0.0016
Example7.10.11. (i) Six coins are tossed 6400 times.
Using the Poisson distribution, determine the approximate
probability of getting six heads x times.

(i) A Poisson distribution has a double mode at x = 3 and
x = 4.What is the probability that x will have one or the
other of these two values?

Solution.
(1) Probability of getting one head with one coin = %
Therefore the probability of getting six heads with six

) 1\¢ 1
coins=(=) =—.
2 64
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Therefore average number of six heads with six coins in
6400 throws = np = 6400 X é = 100. Therefore the

mean of the Poisson distribution = 100.
Approximate probability of getting six heads x times when
Axe—l _ (100)x.e—100

x!

the distribution is Poisson =

(i1) Since 2 modes are given when A is an integer, modes
are A — 1 and L.
Therefore Al—1=3=1=4

4 3
Probability ( whenr = 3 )—e (4)

4(4)4
Probability ( whenr = 4 )—

Required probability = P(r =30r4) = Pr=3) +
P(r =4)

—4 3 -4 4
_e (4) + e — 63—4@_4' = 0.39073.

3! 3!

Example7.10.12.Given the hypothetical distribution:

No. of | 0 1 2 3 4 5 Total
cells (x)

Frequency | 213 | 128 | 37 18 3 1 400
()

Fit a negative binomial distribution and calculate the
expected frequencies.

Solution. Let X be negative binomial variate with
parameters r and p.

r_ _ Xfx _ 273 rq _
Uy = Mean =57 400—06825— ;(@g=1
p)....(7.10.12.1)

;X fx? _ 511

== e = 12775, = —p,? =1.2775 -

(0.6825)%2 = 0.8117
Therefore Variance = 1.2775 = ;—Z ............ (7.10.12.2)

Dividing (7.10.12.1) by (7.10.12.2) we get

_ 06825 0.8408,9 = 1 =0.1592
P=08117 Y
pXxO0. 6825 0.5738

Therefore, p = 0 oisos 3.6043 = 4

Since, r being the number of successes cannot be
fractional.f, = p” = (.8408)* = 0.4978 ~ 0.5

r+0
f= 0T 1qf0 rqfy = 0.5738 X 0.5 = 0.2869

~71q =p x 06825 = 0.5738
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= ! _—5X015 2 x0.2869 = 0.1142
2=7 1.q.f1 159 .2869 114
f3 = q.f ==X 0.1592 x 0.2869 = 0.0364
3 2+1°7 z 3 ’ ' '
fo = 3 q.fz3 =-X 0.1592 x 0.0364 = 0.0101
4 3 1 - J3 . . .

_r+t = 8 % 0.1592 x 0.0101 = 0.0026
fs=q319h=5%0 ' o

Therefore expected frequencies are :(N = 400).

Nfo Nfi | Nf, Nfs Nfy | Nfs
200 114.76 [ 45.68 [ 14.56 [4.04 |1.04

Observed | 213 | 128 37 18 |3 1
frequency
Expected | 200 | 115 46 14 4 1
Frequency

Example7.10.13.Suppose X is a non-negative integral
valued random variable.

Show that the distribution of X is geometric if it ‘lacks
memory’, if for each k >0 and Y =X —k, one has
PY=t/X=k)=P(X =t),fort=0.

Solution.Let us supposeP(X =1) =p,;r =0,1,2, ....
Define
qx =PX 2 k) =
We are given:
PY=t/X=k)=PX=t) =p .......(7.10.13.2)

We have
_ _ P(Y=t/X2k) P(X-k=tNX2k) P(X=k+t) _
Py =t/X=k) = P(X=k) P(Xzk) P(xzk)

% for everyt > 0 and all k > 0[ From(7.10.13.2)].
k

In particular, taking k = 1, we get

Pe+1 = q1-Pe = (Pr+ P2+ )pe = (1 = po)pel
From(7.10.13.1)]

This implies that p; = (1 — po)pe—1 = (1 — po)?pr—z =
= (1 =po)po.

Hencep, = P(X =t) = po(1 —py)5;t =0,1,2 ...

This implies X has a geometric distribution.

Example7.10.14.Explain how you will use hypergeometric
model to estimate the number of fish in a lake.

Proof. Let us suppose that in a lake there are N fish, N
unknown. The problem is to estimate N. A catch of 'r’ fish
(all at the same time) is made and these fish are returned
alive into the lake after making each with a red spot. After
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a reasonable period of time, a during which these ‘marked’
fish are assumed to have distributed themselves ‘at
random’ in the lake, another catch of ‘s’ fish (again, all at
once) is made. Here r and s are regarded as fixed pre-
determined constants. Among these s fish caught, there
will be (say) X is a random variable following discrete
probability function given by hypergeometric model:

T N-r
fx(x/N) = —(")((,\,S)_ )
X

Where x is an integer such that max(0,s — N + 1) <
min (7,s) and fy(x/N) = 0 Otherwise.The value of N is
estimated by the principle of Maximum Liklihood (In the
unit of theory of estimation)i.e., the principle of maxima
and minima in calculus cannot be used here. Here we

pV) _ (N-1)(N-s)
p(N-1) N(N-r-s+x)
Therefore A(N) > 1 iff N > g = p(N) > p(N — 1) iff

N > Tx—s ............................................. (7.10.14.2)
And A(N) > 1iffN < rx—s = p(N) > p(N — 1) iff N < rx—s

(7.10.14.3)
From (7.10.14.2) and (7.10.14.3) we see that
fx(x/N) = p(N) reaches the maximum value when N is

approximately equal to rx—s Hence maximum likelihood

= p(N) v (7.10.14. 1)

proceed as follows:A(N) =

estimate of function N is given by N(X) = rx—s it implies
that N(X) = %

CHECK YOUR PROGRESS

Probleml. In a Binomial Distribution, if ‘n’ is the number
of trials and ‘p’ is the probability of success, then the mean
value is given by

a) np

b) n

p

d) np(1—p)

Problem2. In a Binomial Distribution, if p, g and n are
probability of success, failure and number of trials
respectively then variance is given by

a) np

b) npq

c) ng

d) none of the above
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CHECK YOUR PROGRESS

Problem 3. In a Poisson Distribution, if ‘n’ is the number of trials
and ‘p’ is the probability of success, then the mean value is given

by?

a m = np

b) m = np?

c) m = np(1-p)
dym=p

Problem 4. If ‘m’ is the mean of a Poisson Distribution, then
variance is given by

aym/3

bym'/2

com

d)ym/2

Problem 5.To construct a binomial probability distribution, the
mean must be known. True/False

Problem 6. The Poisson probability distribution is a continuous
probability distribution. True/False

Problem 7. In Bernouli distribution trials are independent of each
other True\False

Problem 8. The geometric distribution is superb for understanding
when an event might first occur. True\False

Problem 9.Inhypergeometric distribution the result of each draw
(the elements of the population being sampled) can be classified
into one of two mutually exclusive categories. True\False.

Problem 10. If we define an example rolling a 6 on a dice as a
success, and rolling any other number as a failure, and ask how
many failure rolls will occur before we see the third success

(r = 3)In such a case, the probability distribution of the number of
failures that appear will be a negative binomial distribution.
True\False
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7.11SUMMARY:-

In this unit we have covered the topic Discrete uniform
Distribution, .Bernoulli Distribution, Binomial Distribution, Possion
Distribution. Negative Binomial Distribution. Geometric Distribution
and Hyper geometric Distribution.

7.12 GLOSSARY:-

i Random variable
il Variance
iii  Moments
iv. Mathematical expectation
v Moment generating function.
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7.15. TERMINAL QUESTIONS:-

1. During war, 1 ship out of 9 was sunk on an average in
making a certain voyage. What was the probability that
exactly 3 out of a convoy of 6 ships would arrive safely?
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il

1il.

1v.

Vi.

Vii.

Viil.

1X.

X.

A policeman frees 6 bullets on a dacoit. The probability
that the dacoit will be killed by a bullet is 0.6. What is the
probability that dacoit is still alive?

If the probability of hitting a target is 10% and 10 shots are
fired independently. What is the probability that the target
will be hit at least once?

Out of 800 families with 4 children each, how many
families would be expected to have (i) 2 boys and 2 girls
(i1) at least one boy (iii) no girl (iv) atmost two girl?
Assume equal probabilities for boys and girls?

Show that in a Poisson distribution with unit mean, mean

e 2\ . .
deviation about mean (;) is times the standard

deviation.

In a certain factory manufacturing razor blades, there is a

small chance of 0.002 for any blade to be defective. The

blades are supplied in packets of 10. Use suitable

distribution to calculate the approximate number of packets

containing no defective, one defective and two defective

respectively ina consignment of 20,000 packets.

Let X;,X, be independent random variables each having

geometric Distribution qkp: k=012, ...... Show that the

conditional distribution of X; given X; + X, is uniform.
Obtain the Poisson distribution as a limiting case of the

negative binomial distribution?

Describe the probability model from which the binomial

distribution can be

generated. Hence find the first four central
MOMEeNtS...........ooovvniiiiinnn,

Obtain the Moment generating function of the Binomial

Distribution............

7.16,ANSWERS:-

Answer of Check your progress Questions:-

CHQ1:(a)np.

CHQ2:(b)npg.
CHQ3: (a)np
CHQ4: (c)m

CHQS5: True
CHQ6: False
CHQ7:True

CHQS8: True
CHQ9: True
CHQ10: True

Answer of Terminal Questions:-
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10240
TQ =,

TQ II: .004096.

TQIII: 0.6513.

TQ IV: 550.

TQVI:(a)53.84%(b)19604,392,4 & 0 packets.
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UNIT :-8 CONTINUOUS PROBABILITY
DISTRIBUTIONS

CONTENTS:

8.1.  Introduction
8.2.  Objectives
8.3  Normal Distribution.
8.3.1.Normal Distribution as a Limiting Form of Binomial
Distribution.
8.3.2. Normal Distribution and Normal Probability Curve
8.3.3. Properties of Normal Distribution
8.3.4. Area property
8.3.5. Importance of Normal Distribution
8.3.6. Fitting of Normal Distribution
8.4  Central Limit Theorem
8.4.1 De-Moivre’s Laplace Theorem
8.5  Solved Examples
8.6  Summary
8.7  Glossary
8.8  References
8.9. Suggested Readings
8.10 Terminal Questions
8.11 Answers

8.1. INTRODUCTION:-

In previous unit we have discussed about Discrete uniform
Distribution. In the discrete distribution we have explained about
Bernoulli Distribution, Binomial Distribution, Possion Distribution,
Negative Binomial Distribution, Geometric Distribution and
Hypergeometric Distribution. Now in present unit we are explaining
about continuous probability distribution. In the continuous probability
distribution our main focuses on Normal distribution. After normal
distribution we are defining and explaining the central limit theorem.

The beginning of the normal distribution is very interesting
[Stigler, 1986]. In the research work of Abraham DeMoivre in the mid-
18" century the concept of normal distribution was started and then
Gauss extended the work in the late 18" and early 19” centuries
Gauss, who first made reference to it in the beginning of 19" century
(1809), as the distribution of errors in Astronomy.
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Gauss used the Johann Carl Friedrich Gauss
normal curve to 30-04- 1777 — 23-02- 1855
describe the (30-04- e )

theory of
accidental errors
of measurement
involved in the
calculation of
orbits of
heavenly bodies.

Fig 8.1.1
Ref:

https://en.wikipedia.org/wiki/Carl Friedrich Gauss

8.2.0BJECTIVES:-

After studying this unit learner will be able to:

1. Describe the notion of Continuous probability distribution.
2. Explain the Normal distribution.
3. Understand the Central limit theorem.

8.3.NORMAL DISTRIBUTION:-

A random variable X is said to have a normal distribution with
parameters u(called 'mean’) and o?(called'variance’) if its
probability density function is given by the probability law:

fOp0o) = #{_l(x;u)z}

2 o

or

e_(x—#)Z/ZUZ; —0 < x<00,—00< U<,

1
flxu,0) =
oV2n

>0 .. (8.3.1)
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e Insimple words X is distributed as N(u, 02) and is
expressed by X~N(u, 02).
o IfX~N(u,0?), thenZ = %, is a standard normal

variate with E(Z) = 0 and
Var(Z) = 0 and we write Z~N(0,1).
e The probability density function (p.d. f) of

standard variateZ is given by:
1

(2) = —e 72 —0 < z < oo,
¢ Vam
and the corresponding distribution function,
denoted by

d(z)=P(Z <z)= f_Zoo o) du =

1 z 1 z 2
Ef_q}(p(u)du = ﬁf—w e /2 du.
Now the two important results on the distribution
function ®(.) of standard normal variate.

e P(—z)=1-D(2),z>0.

Proof.®(—z) =P(Z<-2)=P(Z=2z)=1-
P(Z<z)=1-®(2).

e Pla<X<bh)= d)(b%l)—cb(%),where
X~N(u,c?).
Proof.P(aSXSb)=P(—SZS—), ( =

X—u)
o

8.3.1.NORMAL DISTRIBUTION AS A LIMITING
FORM OF BINOMIAL DISTRIBUTION:-

Normal distribution is another limiting form of the
binomial distribution under the following conditions:
i n, the number of trials is indefinitely large,
i.e.,n > oo0; and
it neitherp nor q is very small.
The p.m. f. of the binomial distribution with
parameters n and p is given by:

p(x) = (n) prqtT = T prq" N x
x x!(n —x)!
=0,1,2, Tl v e e . (8.3.1)

Let us now consider the standard binomial variate:
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_X—-EX) X-np

- = X
VV(X) \Jnpq

=0,1,2 el ere e e e e (8.3.2)

When X =0,Z =\/_nn_m= —\/%andwhenX =nZ=
n-np _ |nq
Vnpq p

Thus in the limit as n — oo, Z takes the values —oo to co.
Hence the distribution of X will be a continuous
distribution over the range —oo to oo.

We want the limiting form of (8. 3. 1) under the above
two conditions. Using Stirling’s approximation to r! For

larger , viz.,lim, _,q 1! = V2w e TrTt(1/2),
x/ﬁe—"n’”%pan—x
me‘xx“%\/ﬁe"‘x(n _ x)n—x+%
11 )"
V2r'\[npq xx%(n _ x)n—x+%

limp(x) = lim

=lim

1
n—x+§

e (8.3.3)

| () ()

1
[\/277' npq x n—x
From (8.3.2), we get X =np + Z,/npq = :—p =1+

q

np
Further
n—X=n—-np-—_Z7Z,/npqg =nq— Z,/npq ﬁ%:
1-27 =
nq
1
Also dz = \/n:pqu

Hence the probability differential of the distribution of
Z, in the limit is:

1 1
dG(z) = g(z)dz = lim (—X—)dz,
() = gz = lim (—=x;
whereN =
(i)x+% (E)n—x+%
> g ) e
...(8.3.4)

This implies logN = (x + %) log(x/np) +
(n —-x+ %) log{(n — x)/nq}
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= (np + z,/npq + %) log {1 + 24/ CI/nP}
+ (nq - Z\/m-i-%) log {1
—z\/(p/nq)}
= (np +z/npq + %) {—z\/ (p/nq) — %Zz (p/nq)

1
-32°(p/nq)*"? - }
1 1 ,q%? 1
z,\/npq —quz +§z3qﬁ+ z%q + Ez3q

1 .q%% 1 1
2 nmp 2 np 4 mp

[—%Zz(p +)+22(p+q) +%<g+§>
+0(n‘1/2)]

1 _ z?2
=-722+0(n"Y2) > Zasn > oo,
2 2

2
Therefore lim,,_,,, log N = Z? = lim,,,, logN =
e?’ /2
Substituting in (8.3.4), we get

ZZ
dG(z) = g(2)dz = %e“T,—oo <z<

=
00 i et e e (8.3.5)
Hence the probability function of Z is:
1 z?
(Z) = _e_Tl —o <z
g Vam
<0 vt ve e e e - (8.3.6)

This is the probability density fuction of the normal
distribution with mean 0

and unit variance.

If X is a normal variate with mean y and standard
deviation g, then Z = (X — u) /o, is standard normal
variate. Jacobian of transformation is 1/0. Hence
substituting in (8.3.6), the p.d.f. of a normal variateX
with E(X) = u,Var(X) = o2 is given by :

e_(x_#)Z/zo-Z’ —00 < X < o0

fX(x) =oV2r
0 otherwise

e Normal distribution can also be obtained as a
limiting case of Poisson distribution with the
parameter A — oo.
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8.3.2.NORMAL DISTRIBUTION AND NORMAL
PROBABILITY CURVE:-

The normal probability curve with mean u and standard
deviation o is given by the equation:

fx) = e~ @W?20 o < x < o0
oV2lrm
and has the following properties:
(1) The curve is bell-shaped and symmetrical about the
line X = .
(ii))  Mean, median and mode of the distribution
coincide.

(iii)  As x increases numerically, f(x) decreases rapidly,
the maximum probability occurring at the point
o 1
x = u, and is given by : [p(X) | nax = o
(iv) B =0,B,=3.
(v) Usrs1 =0,(r=012....)
And pp = 1,3,5.....2r — Do?",(r =0,1,2, .....).
(vi)  Sincef (x) being the probability, can never be
negative, no portion of the curve lies below the
X —axis.
(vii)  Linear combination of independent normal variates
is also a normal variate.
(viii) x —axis is an asymptote to the curve.
(ix)  The points of inflexion of the curve are :x = u +

o, f(x) = —a\/lﬁe‘l/2

34%
0.15%  2.5% 25%  0.159
13.5%
-4 1
4 sl " 18] % o] T 1;:"0 ’1;:‘_ '|__-.") ,a.(k sl
X=u
Normal Probability Curve
Fig 8.3.2
Ref:

https://www.varsitytutors.com/hotmath/hotmath_help/topics/normal-
distribution-of-data
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(x) Mean deviation about mean = \/% o=~ ga (approx.)

(xi) Quartiles are given by: Q; = u — 0.67450; Q3 = u +
0.67450
(xil) Q.D = % =~ %a. We have (approximately).
2 4 24
Q.D:M.D.:S.D.--ga:ga:a -- 5:5:1
= Q.D:M.D.:S5.D.10:12:15
(xiii) Area Property :
Plu—o<X<u+oa)
=0.6826, P(u—20<X<u+20)
= 0.9544,
and P(u —30 < X < u+ 30) =0.9973.

The adjoining table gives the area under the normal
probability curve for some important values of standard
normal variate Z.

Distance from the mean | Area under the curve
ordinates in terms oft+o

Z = 10.745 50% = 0.50
Z = +1.000 68.26% = 0.6826
Z =196 95% = 0.95
Z ==2.00 95.44% = 0.9544
Z =+2.58 99% = 0.99
Z ==3.00 99.73% = 0.9973

(xiv) If X and Y are independent standard normal variates,
then it can be easily provedthat U = X + Y andV =X -V
are independently distributed, U =X +Y andV =X —-Y
are independently distributed, U ~ N(0,2) and V ~
N(0,2).

Bernstein’s Theorem.If X and Y are independent and
identically distributed random variables with finite
variances and if U=X+Y and V=X-Y are
independent, then all random variable X,Y,U and V are
normally distributed.

(xv) We state below another result which characterises the
normal distribution.
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If X1,X5 ... coe o .. X, are i.id. random variables with finite
variance, then the common distribution is normal if and
only if :

X——Z ', X;ands? = Z (X = X)? or Y, X; and
l=1(X — X)? are 1ndependent.

8.3.3.PROPERTIES OF NORMAL DISTRIBUTION:-

Mode of Normal Distribution.
e x = uis the mode of the normal distribution.

Median of Normal Distribution.
e For the normal distribution, Mean = Median.
e For the normal distribution mean, median and mode
coincide. Hence the distribution is symmetrical.

Moment generating of Normal Distribution.
The m. g. f. (about origin) is given by:

My (t) =f e f(x)dx

— 00

e exp{—(x —n)?/20%}dx

T ovZn )
= \/L—fm exp{t(# + UZ)}exP(zz/Z) dz, (z = %)
:e#t\/—f exp ——(Z _ZtO'Z)}dZ
— et | exp|-5 (G- o7 - 20

= eHt+12 52 /2 x Ef exp _E(z - at)z] dz

=e#tt2 2 /2 x \/% fjooo exp(—u?/2)du
Hence My (t) = eHt+t0%/2 v, (8.3.3)

e M.G.F.of standard Normal Variate. If
X~N(u, 02), then standard normal variate is
givenby: Z = (X —u)/o.

M,(t) = e H/7 My (t/0)

= exp(—ut/o).exp{(ut/o)
+(t?/0*)(a?/2)}

= exp(t?/2) .. e (8 3.4)

e Similarly Z~ N(O 1) Hence U= 0 and o2 =1
in (8.3.3), we get
M,(t) = exp(t?/2).
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Moments of Normal Distribution.

Odd order moments about mean are given by:

Hons1 = J (x — u)2"+1f(x)dx

1 f‘”
= (x
oV2nJ_»

— )" lexp {—(x — p)?/20%}dx

Therefore

Upns1 = \/%fjom(az)z’l“ exp{—z2/2}dz, Where z = x?T”

2+l o
= Gm | z""*1exp{—z*/2}dz = 0,..(8.3.5).
Since the integrand z2"*1e~2"/2 is an odd function of z.

Even order moments about mean are given by:

Hon = J (x — " f (x)dx

= \/%_nf_m (0z)?"exp {— z%/2}dx

O.Zn

V2r

O.Zn

=m2f z?" exp{—z2/2}dz
0

(Since integrand is an even function of z.)

2021 dt z?
= Qt)e t— (t = —)

J z?"exp{—z2/2}d

- \V2m Jg \/2t’ 2
ng2n oo n_
Therefore py, = %fo et t(n+2) Lde

on 2n 1
=2 ()
Changing n to (n — 1), we get

2n—10.2n—2 ( 1)

Uzn—2 = TF n-y
1
'n+5 1
#“2" = 202.(—12) = 20?2 (n — E) [« (r— DI —-1)]
2n-2 —=
" (n-2)
This implies that
Hon = O'Z(Zn - 1)H2n_2 ver ne wee s (8 3. 6)

Which gives the recurrence relation for the moments of normal
distribution. From (8.3.6), we have

ton = [(2n — 1)a?][(2n — 3)o?][(2n — 5)0%]pizn—s
=[(2n — 1Do?][(2n — 3)a?][(2n
—5)a?]........ (362 (102). uo
=135 ....2n—1)g2" ... (8.3.7)
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From (8.3.6) and (8.3.7) implies that for the normal
distribution all odd order moments about mean vanish and even
order moments about mean are given by (8.3.7).

A linear combination of independent normal
variates is also a normal variate.

Let X;, (i = 1,2,3, ... ... ,n) be n independent normal
variates with mean u and variance o/respectively. Then

M(t) = exp{u;t +

(t2 OF/2)} e eeeeeeeeenneneeenneeeennneeeens (8.3.8)
The m. g. f. of their linear combination

" La; X;where aq,az,............ a, are constants, is
given by:

My q.x,(t) = 1_[ Mg x, (t)(~ X|s are independent)

i=1
= MXl (alt). MXZ (azt) ree s aee MXn(ant) ......... (8.3.9)
[ Mcx (t) = Mx(ct)]
2 _2

From (8.3.9), we have My (a;t) = eti%it+t?aioi/2
Therefore, My, ¢ x,(t) = [e“1a1t+t2a101/2
eﬂzazt‘i't azoz/Z . "..x

eunant+t2a,210%/2] (From
(8.3.9))

[(j w)ove (S}

i=1 i=1
Which is the m. g. f. ofa normal Variate with mean
Y, a;p; and variance Y1, a’o?
Hence by uniqueness theorem of m.g.f.,

(2?=1 a; Xi)NN[Z?=1 a; ,uL, 1a o; ] ............ (8.3.10)

e Sum as well as the dlfference of two
independent normal variates is also a normal
variate.

e Sum of independent normal variates is also a
normal variate.

o If X;,(i=123,.... ,n) are identically and
independently distributed as
N(u,0%)and we take a;=a,=........... =
a,=1/n, then
X~N(u,0?/n), whereX = %Z?ﬂ X;

e If X;,(i=123,.... ,n), are identically and
independently distributed
Normal variates with u and variance o2, then
their mean X is also N(u, o2 /n).
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e The points of inflexion of the normal curve are
givenbyx = u+o,f(x) = J—\/lﬁe‘l/z.

e Mean Deviation about mean =
%fomlzl e?’/24y,
Since in [0, 0], |z| = z,
Mean Deviation about mean = %a(approax).

8.3.4 AREA PROPERTY (NORMAL PROBABILITY
INTEGRAL):-

If X~N(u, %), then the probability that random value of X
will lie between X = p and X = x; is given by:
Plu<X<x)

= [ e =

Put)%”zz:x—uzaz
When X = u,Z = 0and when X = x,,Z = % =z,
Therefore P(u < X < x,) =P(0<Z < z) =

1 _
= lte Az = [ p(2)dz
where @(z) = \/%e'zz/ 2dz, is the probability function of

X1
f o= Cmw?/20% gy
ov2mJy,

standard normal variate.The definite integral [ OZ o(z)dz is
known as normal probability integral and gives the area
under standard normal curve between the ordinates at
Z =0 and Z = z;.These arca have been tabulated for
different values of z,, at interval of 0.01.

68%

95%

rd 99.7% NG

H-3c H-20 pP-1c P H+1lag H+20 M +3c
Fig:8.3.4
Ref:https://byjus.com/maths/normal-distribution/
The probability that a random value of X lies in the
interval (u — o, u + 0) is given by:
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P(,u—a<X<,u+J)=f:_+:f(x)dx:>P(—1<Z<

1= [1 p(2)dz) =2 x 03413 =
0.6826............. (8.3.4)

Plu—20<X<u+2o)= f:_;z:f(x)dx =

P (—2 <7Z<2= f_22<p(z)dz) = 2% 04772 =

P(u—3c<X<u+30)
u+3o
=f f(x)dx

u—3o

3
:>P<—3<Z<3=f q)(z)dz)
3

3
= ZJ p(z)dz = 2 X 0.49865
0

=0.9973...........(8.3.6)
Thus the probability that a normal variateX lies outside the
range y + 30 is given by :P(|X — u| > 30) =
P(|Z| >3)=1—-P(-3<7Z <3)=0.0027.
e The total area under normal probability curve is
unity, i.e.,

| o:of(x)cp(z)dx - Zp(z)dz -1,

In simple words the normal distribution has any
positive standard deviation If the standard deviation is
smaller, the data are somewhat close to each other and the
graph becomes narrower. If the standard deviation is larger,
the data are dispersed more, and the graph becomes wider.
The standard deviations are used to subdivide the area
under the normal curve. Each subdivided section defines
the percentage of data, which falls into the specific region
of a graph.

e Approximately 68% of the data falls within one
standard deviation of the mean. (i.e., Between
Mean- one Standard Deviation and Mean + one
standard deviation).

e Approximately 95% of the data falls within two
standard deviations of the mean. (i.e., Between
Mean- two Standard Deviation and Mean + two
standard deviations).

e Approximately 99.7% of the data fall within three
standard deviations of the mean. (i.e., Between
Mean- three Standard Deviation and Mean + three
standard deviations)
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Error Function:
The normal probability curve with mean u and standard
deviation o is given by the equation ie.if

2 -(x-w?/20% _
X~N(u,0%),then f(x) = \/Z_e 0 <
x < 4o
—y2 2 —_h242
If we take h? = Uz e */20° f(x) = \/_ e h°x%,
The probability P that a random value of the variate lies

in the range +xis :
P

X
flx)dx = e M x2dx
- [ o=z
— —h2x?
= —f e (hdx) ........(8.3.7)
. 2 %}E _0 2 .
Taking Y (y) = \/_Efo e~ dy, equation (8.3.7) may be

re-written as:

P =y(hx)
= \/%J e (RAX) v st (8.3.8)
0

The function 1(y), known a the error function.

8.3.5.IMPORTANCE OF NORMAL DISTRIBUTION:-

The normal distribution is an absolutely continuous
distribution that plays a major role in statistics. Unlike the
examples we have seen thus far, the normal distribution has
a nonzero density function over the entire real number line.
The normal distribution is determined by two parameters:
the mean and the vari-ance. The fact that the mean and the
variance of the normal distribution are the nat-ural
parameters for the normal distribution explains why they
are sometimes pre-ferred as measures of location and
scale.For a normal distribution, there is no need to make
the distinction among the mean, median, and mode. They
are all equal to one another.

In the 1890s in England, Sir Francis Galton found
applications for the normal distribution in medicine; he
also generalized it to two dimensions as an aid in ex-
plaining his theory of regression and correlation. In the
20th century, Pearson, Fisher, Snedecor, and Gosset,
among others, further developed applications and other
distributions including the chi-square, F’ distribution, and
Student’s ¢ distribution, all of which are related to the
normal distribution. Some of the most important early
applications of the normal distribution were in the fields of
agriculture, medicine, and genetics. Today, statistics and
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the normal distribution have a place in almost every
scientific endeavor.

Although the normal distribution provides a good
probability model for many phenomena in the real world, it
does not apply wuniversally. Other parametric and
nonparametric statistical models also play an important
role in medicine and the health sciences.

8.3.6.FITTING OF NORMAL DISTRIBUTION:-

To fit a normal curve to the observed data we first find
the mean and variance from the given data. Mean and
variance so obtained are y and standard o respectively.
Then the normal curve fitted to the given data is given
by:

_ ~(-w)?/20% _ oy o
f(x) - me , <x<

To calculate the expected normal frequencies we first
find the standard normal variates corresponding to the
lower limits of each of the class intevals, i.e., we
compute z; = (x; —u)/o, where x; is the lower limit
of the ith class interval. Then the areas under the
normal curve to left of the ordinate at z = z;, say
®(z;) = P(Z < z;) are computed from the tables.
Finally, the areas for the successive class intervals are
obtained by subtraction, viz., ®(z; + 1) — ®(z;), (i =
1,2,........) and on multiplying these areas by N, We
get the expected normal frequencies.

8.4 .CENTRAL LIMIT THEOREM:-

The central limit theorem ranks high amongst the most
important discoveries in the field of mathematics over the
last three hundred years. This theorem provided a basis for
approximation that turned the question of reaction into the
art of prediction.The most basic form of the result is as
follows; when we have a large number of independent
random variables, the central limit theorem helps calculate
how probable a certain deviation is away from the sum of
said random variables in simple words “If a large random
sample is taken from any distribution with mean p and
variance o2 , regardless of whether this distribution is
discrete or continuous, then the distribution of the sample
mean will tend to a normal distribution with mean pand
variance o2 /n.”
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If X;(i = 1,2, .....,n) be independent random variables
such that E(X;) = y; and V(X;) = o, then under certain
very general conditions, the random variable S, = X; +
X, + - X,, is asymptotically normal with mean u and
standard deviation o where

n n
U= Zuiand g% = Z AT ¢ . I % §)
i=a i=1

8.4.1. DE-MOIVRE’S LAPLACE THEOREM:-

A particular case of central limit theorem is De-

Moivre’s theorem which states as follows:
I X = {1, with probability p

* 710, with probability q
Then the distribution of the random variable S,, = X; +
X,+..+X, where X;'s are independent, is asymptotically
normalasn — 00" ... ...l (8.4.2)
Proof-Moment generating function of X; is given by :
My (t) = E(e") =e'p+e® = (g +

M.G.F. of the sum S,, = X; + X, + --- X,,is given by

Mg, (t) = My, 4x,+...x,(t) = My, (). My, (t) ..... M, (t)
= [MX1 (t)]n

(Since X;'s are independent and identically distributed.)

By using (8.4.3) Ms (t) = [(q + pe")]",

which is the moment generating function of a binomial

variate with parameters n and p.

Hence by uniqueness theorem of m. g, f's, S,~B(n, p).

Therefore E(S,) = np = u, & V(S,) = npq = o2,

Let Z = Sn—E(Sp) _ Sp—u

NS
Mz(t) = e‘#(t/a)MSn(t/O-) — e~ nPt/N1Pq [q +

pet/\/n_pq]n[from (i.4.3)]
= 1+%+ O(n_g) ],

3
Where O (n_f) represents terms involving n3/2 and higher

power of n in the denominator.

Proceeding to the limits as n — oo, we get
lim M,(t)
n—oo

= lim [1 ot 0(n‘3/2)]

n—oo

21" e
= lim [1+2— =e' /2,

n—oo n
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Which is the moment generating function of a standard
normal variate. Hence by uniqueness theorem of M.G.F’s,

Z = S’ZT_” is asymptotically N(0,1). Hence S, =X; +
X, + -+ X,is asymptotically N (1, 52) as n — oo.

e Binomial distribution tends to normal distribution
asn — oo,

e Convergence in Distribution or Law. Let {X,} be

sequence of random variables and {FE,} be the
corresponding sequence of distribution functions.
It means that X,, converges in distribution to X if
there exists a random variable X with distribution F
such that as n — oo, F,(x) — F(x) at every point
x at which F is continuous.

8.5.SOLVED EXAMPLE:-

Example.8.5.1A sample of 100 dry battery cell tested to
find the length of life produced the following results :
X =12 hours, ¢ = 3 hours.

Assuming the data to be normally distributed, what
percentage of battery cells are expected to have life

a) More thanl5 hours

b) less than 6 hours

c) between 10 and 14 hours.?

Solution.Here x denotes the length of life of dry battery
cells.

Also z=— =
a) Whenx=15,z=1
P(x>15)= P(z>1)

Fig.8.5.1
=P(0<z<w)-P(0<z<1)
=0.5-0.3413=0.1587 = 15.87%.
b) Whenx =6, z=-2
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P(x<6)=P(z<-2)

Fig.8.5.2
=p(z>2)=P(0<z<w)-P(0<z<2)
0.5—0.4772 = 0.0228 = 2.28%.

¢) When x = 10, z= - == -0.67

When x = 10, z = §= 0.67

P(10 < x < 14)= P(—0.67 < z < 0.67)
=2P(0 < x < 0.67)= 2 x 0.2485 = 0.4970
= 49.70%.

Example.8.5.2 In a sample of 1000 cases, the mean of a
certain test is 14 and S.D. is 2.5. Assuming the distribution
to be normal, find
i How many students score between 12 and 15 ?
ii ~ How many score above 18 ?
iii ~ How many score below 8 ?
iv. How many score 16 ?

Solution. (1) ) =—— = Y =-0.8

== =75 04
Area lying between -0.8 and 0.4
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= area between 0 to 0.8 + area between 0 to 0.4
=0.2881 + 0.1554 = 0.4435
Required no. of students = 1000 x 0.4435 =444 (app.)

(ii) z====16

Area right to 1.6 = 0.5 — (‘area between 0 and 1.6 ) =
0.5-0.4452 =0.0548
Required no. of students = 1000 x 0.0548 = 54.8 = 55
(app.)
(i) z= === 2.4

Area left to -2.4=0.5 — (‘area between 0 and 2.4 ) =
0.5-0.4918 = 0.0082
Required no. of students = 1000 x 0.0082 = 8.2 =8 (app.)

(iv)z) = 2=¥ — 155-14 _
! 2.5 <
Xp— 16.5-14
7 =200 TR

o 2.5
Area between 0.6 and 1 =0.3413 - 0.2257=0.1156

Required no. of students = 1000 x 0.1156 = 115.6 = 116
(app.)

Example8.5.3 Assume mean height of soldiers to be 68.22
inches with a variance of 10.8 inches with a variance of
10.8 inches square. How many soldiers in a regiment of
1,000 would you expect to be over 6 feet tall, given that the
area under the standard normal curve between z = 0 and z
=0.351s 0.1368 and between z=0 and z = 1.15 is 0.3746.

Solution. X = 6 feets = 72 inches

=0.5-0.3746 = 0.1254
Expected no. of soldiers = 1000 x 0.1254 = 125.4 = 125

(app-)

Example8.5.4A largenumber of measurement is normally
distributed with a mean 65.5”” and S.D. of 6.2”’. find the
percentage of measurements that fall between 54.8”° and
68.8"".

Solution.Mean p = 65.5 inches, S.D. ¢ 6.2 inches
x1 = 54.8 inches, x, = 68.8 inchesf

f(2)
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X1—p _ 54.8-655 _ _ 6886 5 _

7 = -1.73 and z, = 2=
o 6.2 o 6.2
0.53 now , P(-1.73<x<0.53)=P(-1.73<x<0) + P(0

<x<0.53).
—P(0<x<-1.73)+P(0<x<0.53)
= 0.4582 +0.2019 = 0.6601 ( By table)

Required percentage of measurements = 66.01%.

Example8.5.5 A manufacturer knows from experience
that the resistance of resistors he produces is normal with
mean p = 100 ohms and standard deviation ¢ = 2 ohms.
What percentage of resistors will have resistance between
98 ohms and 102 ohms?

Solution.p =100Q, 6=2Q x;,=98Q x; =102 Q

f(2)

1 o0 1 :
Fig.8.5.5

and ZQIT—T—I

Now, P(98 <x<102)=P(-1<z<1)
=P(-1<z<0)+P(0<z<1)
=P(0<z<1)+P(0<z<1)
=0.3413 + 0.3413 = 0. 6826

Percentage of resistors having resistance between 98 Q and

102 Q = 68.26%.

Example 8.5.6. In a normal distribution, 31% of the items
are under 45% and 8% are over 64.Find the mean and
standard deviation of the distribution. It is given that if

1t X
f(t) = mfo e 2z dxthenf(0.5)=0.19and f( 1.4)=0.42.
Solution.Let p and ¢ be the mean and S.D. respectively.

31% of the items are under 45.
= Area to the left of the ordinate x =45 is 0.31
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X=45 x=pu x=64

Z=z; z=0 Z2=2;

Fig.8.5.6

When x =45, let z =z,

P(z<z<0)=05-0.31=0.19

From the tables, the value of z corresponding to this area is

0.5

v 21=-0.5[2<0]

Whenx=64, letz=2
P(z<z<0)=0.5-0.08=0.42

From the tables, the value of z corresponding to this area is

1.4.
X Zy = 1
Since z==X?T”
05==2"Hand 1.4==2"4
g o
= 45-p=-05¢ ... (1)
and
64-p=1l4c 2)
Subtracting -19=-1.9¢ ~o=10
From (1), 45-p=-0.5x10=-5 - u=50.

Example8.5.7 The life of army shoes is normally
distributed with mean 8 months and standard deviation 2
months. If 5000 pairs are insured, how many pairs would
be expected to need replacement after 12 months? [ Given

that P(z > 2) = 0.0228 and z==""-].
(o2

Solution. Mean (p) = 8, S.D. (o) =2

Number of pairs of shoes = 5000, Total months (x) =
12

When x = 12, X _12-8_,

o 2

Area (z=2)=0.0228

Number of pairs whose life is more than 12 months = 5000
— 114 = 4886.

Example8.5.8 The mean inside diameter of a sample of
200 washers produced by a machine is 0.502 cm and
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standard deviation is 0.005 cm. the purpose for which these
washers are intended allows a minimum tolerance in the
diameter of 0.496 to 0.508 cm, otherwise the washers are
considered defective. Determine the percentage of
defective washers produced by the machine. Assume the
diameters are normally distributed.

Solution. Given, Mean p = 0.502 cm, S.D. 6 =0.005

cm, x1 =0.496 cm, x,=0.508.

X1— 1 0.496 — 0.502
Now, 7 =2k =-1.2

o 0.005
Xz—§ _ 0.508 -0.502 _ 12
o 0.005 ’

and Zy =

f(z)

-1.2 (0] 1.2 z

Fig.8.5.7

Area for non-defective washers
=P(-1.2<z<1.2)
=P(-1.2<z<0)+P(0<z<1.2)
=P0<z<12)+P(0<z<1.2)

=0.3849 + 0.3849
=0.7698
=76.98%.
-~ Percentage of defective washers = 100 — 76.98
=23.02%.

Example8.5.9 Assuming that the diameters of 1000 brass
plugs taken consecutively from a machine, from a normal
distribution with mean 0.7515 cm and standard deviation
0.002 cm, how many of the plugs are likely to be rejected if
the approved diameter is 0.752 + 0.004 cm.

Solution.Tolerance limits of the diameter of non-defective
plugs are
0.752 —0.004 = 0.748 cm.and 0.752 + 0.004 = 0.756 cm.
Standard normal variable, z =%l

0.748 — —0.7515

If x; =0.748, 7z, =——— =-1.75
0.002

If  x=0756, 2 0756707515 _ 5 55
0.002

Area from (z; = - 1.75) to (zp = 2.25)
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=P(-1.75<2<2.25)=P(-1.75<z<0)+ P(0 <z <2.25)
=P(0<z<1.75)+P(0<z<2.25)
=0.4599 + 0.4878 = 0.9477
Number of plugs which are likely to be rejected = 1000 x
(1-0.9477) =1000 x 0.523 =52.3
Hence approximately 52 plugs are likely to be rejected.

Example.8.5.10 If the height of 300 students are normally
distributed with mean 64.5 inches and Standard deviation
3.3 inches, find the height below which 99% of the
students lie.

Solution. Mean pu = 0.502 inches,  S.D. 6 = 0.005 inches
X— 64.5

Area between 0 and 3 - 0.99 -0.5=0.49

From the table, for the area 0.49, z=2.327

The corresponding value of x is given by
X— 64.4

s 2327
> X —64.5=17.68
= x =7.68 + 64.5 = 72.18 inches.
Hence 99% students are of height less than 6 ft. 0.18
inches.

Example.8.5.11 The income of a group of 10,000 persons
was found to be normally distributed with mean Rs. 750
and standard deviation of Rs. 50. Show that, of this group,
about 95% had income exceeding Rs. 668 and only 5% had
income exceeding Rs. 832. Also find the lowest income
among the richest 100.

Solution.Given u =750, 6=50
Standard normal variable, z =X?T“
1 IfX1:668,21 ZX1_u:668_750:—1.64
o 50

P(x;> 668) = P(z;> - 1.64)
=0.5+P(-1.64<z<0)
=05+P(0<z<1.64)
=0.5+0.4495
=0.9495
Required percentage of persons having income
exceeding Rs. 668 = 94.95% =95% (approx.)
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7, = —1.64
Fig 8.5.11

=0~ 164

ii. If x; = 832, 7, —"20‘ L

P(x;> 832) = P(z,> 1.64)
=0.5-P(0<z<1.64)
= 0.5 - 0.4495
=0.0505

Required percentage of persons having income
exceeding Rs. 832 =5.05% = 5% (approx.)

f(2)

7, = 1.64

Fig 8.5.12

iii.  let x be the lowest income among the richest 100 persons
i.e., 1% of 10,000.Thus, area between o and z = 0.49 ( see
figure) by Normal distribution table,

7=233

Thus, %‘ =233
x— 750 _ 233

= X = 866.5
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A

f(@)

Fig 8.5.13

Hence Rs. 866.5 is the minimum income among the richest
100 persons.

Example.8.5.12 255 mental rods were cut roughly 6 inches
over size. Finally the lengths of the over size amount, were
measured exactly and grouped with 1 inch intervals, there
1 1 1

being in all 12 groups % R GO | -2=

2 2 2 T2 7
lllll _121’9
2’ 2

(%) (3]

The frequency distribution for the 255 lengths was as
follows:

Length(inc | 1|2 (3 |4 |5 |6 |7 (8|9 (1|11

hes) 0|1

Central

value

Frequency 2|1 |1 |2 |4 |4 21211151
0 5101418515

Fit a normal curve to this data.

Solution.The equation of the normal curve for N
observation is

X f u=x-6 |fu fu’
1 2 -5 -10 50
2 10 -4 -40 160
3 19 -3 -57 171
4 25 -2 -50 100
5 40 -1 -40 40
6 44 0 0 0

7 41 1 41 41
8 28 2 56 112
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9 25 3 75 225
10 15 4 60 240
11 5 5 25 125
12 1 6 6 36
Total |255 66 1300
f
Mean, p= a+ sz”—6+255—6259
: 2 TS (Bfu)? 1300 (66)\% _
Variance, o T ( T ) (255) 5.031

s o=2243 .
Thus, we have N =255, Mean, u=6.259 , S.D. o=
2.243”’
Hence the fitted curve is
255 __1(x—6.259)2
e 2\ 2243
2.243\2m

113.68 e—0.009(x—6.259)2
21 '

Y = From (1)

Example.8.5.13 Show that the area under the normal curve
is unity.

Solution.Area under the normal curve is given by
(x=w?

[o'e] 1 —
= 2
A f_mm/me 202 dx
—
PutT“=z sodx=0dz

1
e
oV2m

- 42 V2 oo 42
sA=[C "7 (0dz) =% J, €7 dz

v _x _x
Now,A.A=A2=(\/—7ZTf dz)(\/f ez dz)

_zpe e TR

2 )dx dy ( where x and y
are dummy variables )

Put x =r cosf, y = r sinf so that J = r changing to polar
coordinates,
A? = f”/zf ez rdrde f e 2d(—)—1

«~ A = Area under the normal curve = 1

Example.8.5.14 Prove that for normal distribution, the
mean deviation from the mean equals to g of the standard
deviation approximately.

Solution.Let p and o be the mean and standard deviation
of the normal distribution. Then by definition,
Mean deviation from the mean

=[x — ] fx) dx

x-w?
|x — ule 207 dx

O'\/_f
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_12
olz|le 2® odz

= [®

o V2w~

_ 2 ro0 —lZZ

—O'\/;fo oe 2 dz
2 1,2

=0 |- -e

\/— 27 ] =\/za=0.7979a=0.8
3 Y

o= ga .
CHECK YOUR PROGRESS
Fill in the blank
Q.1 The normal distribution is .......... Distribution.

Q.2 The normal distribution is symmetrical about its ..........

Q.3 The mean, mode and median of the normal distribution are ..........
True\false

Q.4 The total area under the normal curve above the x — axis is 1.

formis f(z)=—=e72%".

Q.6 If Z is a standard normal variable, probabilities P(z< 1.2) is 0.8849.
Q.7 The graph of the normal distribution is called the linear curve.
Objective questions

students got marks above 90%

Q.5 The probability density function for the normal distribution in standard

Q.8 The marks X obtained in Mathematics by 1000 students are normally
distributed with mean 78% and standard deviation 11%, then how many

(a) 128 (b) 138 (c) 148 (d) None

Q.9 De Moivre made the discovery of the normal distribution in year

(a) 1733 (b) 1800 (c) 1900 (d) 2000

Q.10 The graph of normal distribution is bell-shapped and symmetrical

about the

(a) mean p (b) variance o (c) S.D. (d) y — axis
8.6.SUMMARY:-

Present unit is an explanation of continuous probability
distribution andcentral limit theorem. In continuous
probability distribution our main target is Normal
distribution. In normal distribution we have discussed
aboutLimiting Form of Binomial Distribution, Normal
Probability Curve, Properties of Normal Distribution, Area
property, Importance of Normal Distribution and Fitting of
Normal Distribution. In central limit theorem we have
discussed about De-Moivre’s Laplace Theorem.
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8.7. GLOSSARY:-

1 Mean
it Variance
iii ~ Probability Density Function
iv. Moments
v Mathematical expectation
vi  Moment generating function.
vii  Random variable
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8.10. TERMINAL QUESTIONS :-

TQ1.The mean yield for one — acre plot is 662 kilos
with as. d. 32 kilos. Assuming normal distribution, how
many one-acre plots in a batch of 1,000 plots would
you except to have yield

(i)over 700 kilos, (ii)below 650 kilos, and (iii)what
is the lowest yield of the best 100 plots?

TQ2.There are six hundred Economics learners in the
post-graduate classes of a university, and the probability
for any learner to need a copy of a particular book from
the university library on any day is 0.05. How many
copies of the book should be kept in the university
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library so that the probability may be greater than 0.90
that none of the learners needing a copy from the library
has to come back disappointed ? (Use nomal
approximation to the binomial distribution?

TQ3.(i) If log,o X is normally distributed with meant

4 and variance 4, find the probability of 1.202 < X <
83180000.(Given  logy9 1202 = 3.08,log;( 8318 =
3.92).

(i)logqo Xis normally distributed with mean7and

variance 3, log;o Y is normally distributed with 3 and

variance unity. If the distributions of X and Y

are independent, find the probability of 1.202 <

(X/Y) < 83180000.(Given log,, 1202 =
3.08,log1, 8318 = 3.92).

TQ4.In a distribution exactly normal, 10.03% of the
items are under 25 Kilogram weight and 89.97% of the
items are under 70 kilogram weight. What are the mean
and standard deviation of the distribution?

8.11.ANSWERS:-

Answer of Check your progress Questions:-

CHQ.1 Continuous
CHQ.2 Mean
CHQ.3 Coincide
CHQ.4 True
CHQ.5True
CHQ.6True
CHQ.7 False
CHQ.8 (b)
CHQ.9(a)
CHQ.10( a)

Answer of Terminal Questions:-

TQ1: (i)0.1170 (ii)352 (iii)702.96.

TQ2: 37 copies of the book.

TQ3: (i) Required probability = 0.9500 (ii) Required
probability = 0.95

TQ4: Mean is47.5 kilogram and standard deviation is
17.578 kilogram
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BLOCK -111
CORRELATION& REGRESSION
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UNIT 9:-CORRELATION

CONTENTS:

9.1. Introduction

9.2.  Objectives

9.3. Bivariate distribution and Correlation

9.4. Correlation coefficient

9.5. Correlation Coefficient for a bivariate frequency
distribution

9.6. Rank Correlation

9.7. Solved Examples

9.8. Summary

9.9. Glossary

9.10. References

9.11. Suggested Readings

9.12 . Terminal Questions

9.13 . Answers

9.1. INTRODUCTION:-

Till now we have studied various statistical measure for
univariate data. In this unit we will study the bivariate data. Suppose
for a bivariate data, we want to search a connection between given
data, then we try to see these data are correlated are not. In statistics
there is mathematical computative technique, which serve our
purpose. This technique is known as correlation. In this unit we have
defined about Bivariate distribution and Correlation, Correlation
coefficient, Correlation Coefficient for a bivariate frequency
distribution and Rank Correlation.

9.2. OBJECTIVES:-

After studying this unit learner will be able to:
1. Analyse the correlation between two variables.
2. Compute the correlation coefficient.
3. Evaluate the rank correlation.
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9.3. BIVARIATE DISTRIBUTION &
CORRELATION:-

In a bivariate distribution we may be interested to find out if
there is any correlation or covariation between the two variables under
study. If the change in one variable affects a change in the other
variable, the variables are said to be correlated. If the two variables
deviate in the same direction, i.e ., after the increasing or decreasing
the value of one variable gives increase or decrease respectively in the
value of second wvariable, then correlation is said to be direct or
positive. But if they constantly deviate in the opposite directions, i.e .,
if increase (or decrease) in one variable results in corresponding
decrease (or increase) in the other variable, correlation is said to be
diverse of negative.

Example Consider the following bivariate conditions:

i. the heights and weights of a group of persons
ii. the income and expenditure

iii. price and demand of a commodity

iv. the volume and pressure of a perfect gas

In above four scenario, (i) and (ii) are positive correlated and (iii) &
(iv) are negatively correlated.

Scatter Diagram. Consider a bivariate distribution (x;,y;); i =
1,2,...,n. Its scatter diagram is representing these points in X —Y
plane. It is the simplest way of the diagrammatic representation of
bivariate data. The values of the variables X and Y be plotted along the
x-axis and y-axis respectively. After that we mark each
entries(x;,v;); i = 1,2,...,n in this X —Y plane. The diagram of
dots so obtained is known as scatter diagram. From the scatter
diagram, we can form a fairly good, idea whether the variables are
correlated or not, e.g..if the points are very dense i.e ., very close to
each other, we should expect a fairly good amount of correlation
between the variables and if the points are widely scattered, a poor
correlation is expected. This method however is not suitable if the
number of observations is fairly large.

9.4. CORRELATION COEFFICIENT:-

KARL PEARSON’S COEFFICIENT OF CORRELATION. To
measure the correlation between the variables in Karl Pearson (1867-
1936) gives a formula called Correlation Coefficient.
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Correlation coefficient between two random variables Xand Y,
usually denoted by r(X Y) or simplyry,, is a numerical measure of
linear relationship between them and is defined as

Cov(X,Y)
rX,Y)=———
020y
If (x;,v;); i = 1,2,...,n is the bivariate distribution, then
Cov(X,Y) = E[{X —ECO} {(¥ —E()}]

1
= ; Yo =) —¥) = un

0xF = E(X ~ ECOF =~ 50 - 9

2 21 )2
0y = E(Y = E(F = S0~ 7)
The summation extending over i from 1 to n. Another convenient form
for computational work is as follows: Cov(X,Y) = %Z(xi —0)(y; —
1 _ 1 _1 _1 _
V)= -y —xy =Xy +Xy) = ~¥xy =Y -Xxi — XXy + XY
1 __ 1 _ 1 _
Cov(X,Y) = ~x;y; — X¥, 0% = ;inz —x*and 0,% = ) yi’y?
REMARKS 9.4.1

(i) It may be noted that r(X,Y) provides a measure of linear
relationship between X and Y.For nonlinear relationship, however, it is
not very suitable.

(i) Sometimes, we write Cov(X,Y) = o,0y.

(iii) Karl Pearson’s correlation coefficient is also called product
moment correlation coefficient, since. Cov(X,Y) = E[{X —

EXOHEY —EMX} = pa.

LIMITS FOR CORRELATION COEFFICIENT.
We know that

Cov(X,Y) %Z(xi - )y —¥)

r(X,Y) = = . N
[(2Gi— 02 2 30i- 777

1/2

Squaring on both sides
F2(X,Y) = (Xa;by)? a; = x; = f)
Xa;)?(Xh;)? bi=y;—y
In mathematics there is a Schwartz inequality which states that if
a;, b; ;i = 1,2, ...n are real quantities then
2

S < ()59

i=1 i=1 i=1
The sign of equality holding if and only if
G _ Gy Gn
by b, by
Using Schwartz inequality, we get 72(X,Y) <1 i.e.,|r(X,Y)| <
1= -1<rX,Y)<1.

where (
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Hence correlation coefficient cannot exceed unit numerical. It
always lies between -1 and +1. If r = +1, the correlation is perect
and positive and if r = —1, correlation is perfect and negative.

Theorem 9.4.1. Correlation coefficient is independent of change of
origin and scale.

Proof. Let Uz%,szk;b, sothat X =a+ hUandY = b = kV.

Where a, b, h, k are constants; h > 0,k > 0. We shall prove that
r(X,Y) =r(U,V). Since X=a+hU and Y =b+kV,on taking
expectations, we get E(X) =a+ hE(U)and E(Y) =b + kE(V).
Therefore X — E(X) = h[U—-EU)]and Y —E(Y) = k[V — E(V)]
Hence, Cov (X,Y) = E[{X —EX)HY — E(Y)}]
= E[h{U — EQ)} (klV — E(V))]
=hk E[{U—-EWXV -EWV)}]
= hk Cov(U,V) e . (9.4.1)
and 0,2 = E[{X — E(X)}?*] = E[h*{U — E(U)}?*] = h%0y,?
This implies that, o, = hay , (h >0) ... ... (9.4.2)
Similarly,
oy’ = E[{Y — E()}*] = E[k*{V — E(V)¥’] = h?0y,?
oy = hoy , (k >0) ... (9.4.3)
Substituting equations (9.4.1), (9.4.2) & (9.4.3) in formula of r(X,Y),

Cov (X,Y) hk. Cov(U,V) Cov(U,V)
we getr(X,Y) = O;lxay = hk.z:;av = (;VUUV = r(U,V)

This theorem is of fundamental importance in the numerical
computation of the correlation coefficient.

Corollary. If X and Y are random variables and a, b, c, d are any
numbers provided only that a # 0,c # 0, then

ac
r(aX +b,cY +d) = r(X,Y)

| ac |
Proof. With usual notations, we have
Var(aX + b) = a%g,* ; Var(cY +d) = c?0,?
Cov(aX + b,cY +d) = acoy,

Therefore, r (aX + b, cY +d) = Cov(aX+b,cY+d)

[Var(aX+b)Var(cY+d)]%
r(X,Y).

acoyy __ ac

" lallcloyoy,  lac|
Note that, if ac > 0, i.e, if aand c are of same signs, then
ac

A +1. And if ac <0, i.e,if aand c are of opposite signs, then
ac

lac|
Theorem 9.4.2. Two independent variables are uncorrelated.

Proof. If X and Y are independent variables, then
Cov(X,Y)=0

Department of Mathematics
Uttarakhand Open University Page 159



ADVANCED STATISTICS MAT 503

Cov (X,Y
rony) = D
00y
Hence two independent variables are uncorrelated. But the converse of
the theorem is not true. Consider the following problem.

Problem 9.4.1:Give an example of, two uncorrelated variables which
are not independent.
Solution: Consider the following data:

Total
-3 -2 -1 1 2 3 ZX -0
9 4 1 1 4 9 z Y =28
XY =27 -8 -1 1 8 27 ZXY -0

Table: 9.4.1
_ 1 1 __
X = ;ZX =0, Cov(X,Y) = ;ZXY —XY =0

050y

Thus, in the above example, the variables X andY are
uncorrelated. But on careful examination we find that X and Y are not
independent but they are connected by the relation Y = X. Hence two
uncorrelated variables need not necessarily be independent. A simple
reasoning for this strange conclusion is that r(X,Y) =0, merely
implies the absence of any linear relationship between the variables
X and Y. There may, however, exist some other form of relationship
between them, e. g., quadratic, cubic or trigonometric.

Remarks.9.4.2. .(i) Following are some more examples where two
variables are uncorrelated but not independent.
(i) X~ N (0,1)and Y = X2.Since X~ N(0,1), E(X) =0 =
E(X3).Therefore,

Cov(X,Y) =E(X,Y) —EX) E(Y) = E(X®) —EQ)E(®Y) =

0 Y =X?).
This implies that, r(X,Y) = % =0.
x0y

Hence X and Y are uncorrelated but not independent.

(ib)Let X be a random variable with p.d.f.

1
f(x)=§,—1SxS1
and let Y = X2. Then after computations E(X) = 0and E(XY) =
E(X®) = 0. Consequently, 7(X,Y) =0

(ii) However, the converse of the theorem holds in the following
cases:
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(iia) If X and Y are jointly normally distributed with p = p(X,Y) =
0, then they are independent. If p = 0, then

2
1 1 X—,ux>2] 1 1(Y—yy>
xX,y) = exp [—= X exp [—=
ren = e |5 () e e
flx,y) = fix) f,(y)ie. XandY are independent.

(iib) If each of the two variables Xand Y takes two values, 0,1 with
positive probabities, then r(X,Y) = 0, then X and Y are independent.

Proof (iib). Let X take the values 1 and 0 with positive probabilities
p1 and g, respectively and let Y take the values 1 and 0 with positive
probabilities p, and q, respectively. Then r(X,Y) = 0 .This gives,
Cov(X,Y) = 0. And hence, 0 = E(XY) — E(X)E(Y) = 1.
PX=1}n{yr=1H -[1.PX =D].[1.P(Y =1)] =

PAX =1}n{Y =1}) — pip,

ie. PX=1nY=1)=p;p, =PX =1).(Y =1).Thus, X and Y
are independent.

9.5.CORRELATION COEFFICIENT FOR A
BIVARIATEFREQUENCY DISTRIBUTION:-

When the date are considerably large, they may be summarized
by using a two-way table. Here, for each variable a suitable number of
classes are taken, keeping in view the same considerations as in the
univariate case. If there are n classes for X and m classes for Y, there
will be in all m X n cells in the two-way table. By going through the
pairs of values of and Y , we can find the frequency for each cell. The
whole set of cell frequencies will then define a bivariate frequency
distribution. The column totals and row totals will give us the marginal
distributions of X and Y. A particular column or row will be called the
conditional distribution of Y for given X or of X for given Y
respectively. Suppose that the bivariate data on XandY are
presented in two-way correlation table where there are m classes of Y
placed along the horizontal line and n classes of X along a vertival line
and is frequency of individuals lying in the (i,j)th cell
here Y, f(x,y) = g(y) is the sum of the frequencies along any row
and Y, f(x,y) = g(x)is the sum of the frequencies along any
column. We observe that

DD F@n =) fen =) f@ =) go) =N
x ¥ x y x x

Thus

= %ngf(x.y) =7 D10 1) - RIS

Similarly
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y =%22yf(x,y) =%Zyg(y)
x y y

o = %ngzmw _E = %Zfo(x) 7

BIVARIATE FREQUENCY TABLE (CORRELATION TABLE)

MAT 503

X series Classes
- Mid Point Total of
Y frequencies
Series X1Xy X e Xm of Y
! 162)
Y1
=
V2 X
. S~
fx.y) N =
) Il
Vi —
: \o
: >
Yn
Total of N
frequencies f@ =) f@y) | =D fey
of X
y x y
g(x) l
WicE)
y X

Table: 9.4.2

Problem 9.5.1. The following table gives, according to age, the
frequency of marks obtained by 100 students in an intelligence test.

Ages in
Years
- 18 19 20 21 Total
Marks.
l
10-20 4 2 2 - 8
20-30 5 4 6 4 19
30-40 6 8 10 11 35
40-50 4 4 6 8 22
50-60 - 2 4 10
60-70 - 2 3 1 6
Total 19 22 31 28 100
Table: 9.4.3
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Calculate the correlation coefficient.

Solution. Let

U=X-19; V={

Y—35}
10

MAT 503

CORRELATION TABLE
v y(Mid-Value) Marks u Age (X) Marks (V)
-2 15 10-20
-1 25 20-30
0 35 30-40
1 45 40-50
2 55 50-60
3 65 60-70
®
a0 |1 | 2 é
18 | 19 | 20 21 N
S
Total
=
9 | vgw) | v?gw) | N
4 62 €>4 D 8| .16 32 4
5 €>4 €>6 €>4 €D | 9] -9
s QQQD 5| o o
- 6
4 (>4 €>6 6% ]<> 22 22 22 18
6
) €>4 €>4 ]<> 10 20 40 24
6
QD o 5] s s
Total f(u) 19 | 22 | 31 28 100 25 167 52
uf(u) -19 1 0 31 56 68
u’f(u) 19 0 31 | 112 162
Zuvf(u,v) 9 | 0 | 13 ] 30 52
4
Table: 9.4.4
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1 25
u=— z uf (u )—100—0.68ﬁz—z:vg(v):W:O.ZS

v

1
Cov(u,v) = NZZuvf(u V) = Uv :WX 52 — 0.68 x 0.25

—035

— 2
NZu f) - = o~ (0.68)? = 11576
_ 2 2 2 _
oy’ Nz:v g) — v* 100 (0.25)% = 1.6075
Cov(U, V) 0.35

r(U,V) =
OyOy \/1 1576 x 1. 6075

Since correlation coefficient is independent of change of origin
and scale, r(X,Y) = r(U,V) = 0.25
e Figures in circles in the table are the product terms

uvf(u,v).

9.6 .RANK CORRELATION:-

Let us suppose that a group of n individuals is arranged in
order of merit or proficiency in possession of two characteristics A and
B. These ranks in the two characteristics will in general, be different.

For example if we consider the relation between intelligence
and beauty; it is not necessary that a beautiful individual is intelligent
also. Consider that, for i = 1,2,3, ...,n let (x;, y; )be the ranks of the i
individual in two characteristics A and B respectively. Karl Pearson’s
coefficient of correlation between the ranks of X and Yis called the
rank correlation coefficient between Aand B for that group of
individuals.

Since (x;,y;) be the ranks of the i"™ individual in two characteristics
A and B respectively, therefore each of the variables X and Y takes the
values 1.2 ..... n.

Hencex =y = —[1+2+3+ “+n]= Tand

n
1 n+ 1\?
a,?:(Einz)—x :—[12+22+32+ +n2]—( 5 )
i=1

n?-1
12
Similarly, oy = % Define, d; =x; —y;. Then d; =x; — X —
(y; —y). This implies that Yd? = Y[(x; — %) — (y; —9)]? ie.
Sd? = 3C + L0 — 7)* — 2506 — D)y — ). This  gives 24 =
o7 +0f —2Cov(X,Y) = of + g} — 2poy0,. Here, p is the Karl
Pearson’s coefficient of correlation between the ranks of X; and Y; and
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by definition it is the rank correlation coefficient between A and B.
Using o, = gy, we have
6Y.d?
p=1-———0.
nn? —1)

Problem 9.6.1: The rank of same 16 students in Mathematics and
Physics are as follows. Two numbers within brackets denote the ranks
of the students in Mathematics and Physics:

(1,1) (2,10) (3,3) (4,4) (5,5) (6,7) (7,2) (8,6) (9,8) (10,11) (11,15)
(12,9) (13,14) (14,12) (15,16) (16,13).

Calculate the rank correlation coefficient for proficiencies of this group
in Mathematics and Physics.

Solution.

Rankin | 1| 2 314|567 8910 |11 [12 |13 |14 |15 | 16
Math.

Total

X
Rankin | 1| 10 314151712 6|18 [11 |15 |9 14 [ 12 |16 | 13
Physics
Y
d 0 -8 0[0]|0]|-15 2|1 (-1 (4 |3 -1 ]2 -1 3 0
=X-Y 1

d? 0| 64 0100|1254 |1]1 16 |9 1 4 1 9 136

Rank correlation coefficient is given by
6y.d? 6 X 136 1
l-—F—<=1-"———7—==1--=038
nn? —1) 16 X 255 5
Repeated Ranks:

If any two or more individuals are bracketed equal in any
classification with respect to characteristic A and B, or if there is more
than one item with the same value in the series. In this case, common
ranks are given to the repeated items. This common rank is the average
of the ranks which these items would have assumed if they were
slightly different from each other. The next item will get the rank next
to the ranks already assumed.

After that, in the formula of the rank correlation coefficient, we

2_
add the factor m(nll—znto Y d?, where m is the number of times an item

is repeated. This correction factor is to be added for each repeated
value in both the X —series. and Y -series.

Problem 9.6.2: Obtain the rank correlation coefficient for the
following data:

X |68 [64]75 |50 [64 |80 |75 |40 |55 |64
Y |62 [58]68 |45 |81 |60 |68 |48 |50 |70
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Solution: In the X-series we see that the value 75 occurs 2 times. The
common rank given to these values is 2-5 which is the average of 2 and
3, the ranks which these values would have taken if they were
different. The next value 68, then gets the next rank which is 4. Again,
we see that value 64 occurs thrice. The common rank given to it is 6
which is the average of 5, 6 and 7. Similarly in the Y-series, the value
68 occurs twice and its common rank is 3-5 which is the average of 3
and 4. As a result of these common rankings, the formula for p has to

2_
be corrected. We add m(m”_—1)

m is the number of times a value occurs. In the X -series the correction
is to be applied twice, once for the value 75 which occurs twice
(m = 2) and then for the value 64 which occurs thrice (m = 3). The
total correction for the X-series is

to Yd? for each value repeated, where

Total
X 68164 |75 [50(64 |80 |75 |40|55 |64
Y 62|58 |68 |4581 |60 |68 |48 |50 |70
Rank |4 |6 [25]|9 |6 |1 |25 |10|8 |6
by X
Rank |5 |7 |[35]|10]|1 |6 |35 |9 |8 |2
by Y
d -1 |-1 (-1 |-11]5 |-5 |-1 1 |0 4 ¥d =0
—-Y
d? 1 |1 |1 1 |25(25 |1 1 |0 16 Yd?
=72
2(4—1)+3(9—1)_5
12 12 2
Similarly, this correction for the Y-series isz(:;l) = %, as the value 68
occurs twice. Thus
2 5,1
6[Zd +7+§] 6 % (72 + 3)
X, Y)=1- =1—-—=10.545
P& nn? — 1) 10 x 99 '

9.7 SOLVED EXAMPLES:-

Example 9.7.1.Calculate the correlation coefficient for the following
heights (in inches) of father’s (X) and their son’s (Y):

X 65 66 67 67 68 69 70 72
Y 67 68 65 68 72 72 69 71
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Solution: Calculations for correlation coefficient

Total

65 66 67 67 68 69 70 72 544

2| 4225 | 4356 | 4489 | 4489 | 4624 | 4761 | 4900 | 5184 | 37028

X
Y |67 68 65 68 72 72 69 71 552
X
Y

214489 | 4624 | 4225 | 4624 | 5184 | 5184 | 4761 | 5041 | 38132

XY | 4355 | 4488 | 4355 | 4556 | 4896 | 4968 | 4830 | 5112 | 37560

— 1 544 -1 552
=Ly =5y ISy T
n 8 n 8

1 —
Cov(X,Y —2 XY — XY
r(X,Y) = a(a )_ (” )
x Oy 1 =2\ 71 —2
JGrx-T)(zr-7)
1
_ (5 x 37560 — 68 x 69)
37028 ,) (38132 )
\/( g~ 68°) (S5 - 692)
_ (4695 — 4692)
(4628.5 — 4624)(4766.5 — 4761)
= 0.603
Another Method: Using change of origin. Let U = X — 68 &V =Y —
69.
Total
X |65 66 67 | 67 68 69 70 72 544
Y |67 68 65 |68 72 72 69 71 552
u |-3 -2 -1 -1 0 1 2 4 0
Vv o|-2 -1 -4 -1 3 3 0 2 0
Uz |9 4 1 0 1 4 16 36
vZ |4 1 16 |1 9 9 0 4 44
uv |6 2 1 0 3 0 8 24
— 1 — 1
U=—ZU=0,V=—ZV=O
n n
1 —— 1
Cov(U, V) =—ZUV—UV=—><24=
n 8
1 —2 1
=—>» U?-(U) ==%x36=45
o =2 U= (0) =3
1 —2 1
=—>»V2—(V) ==x44=55
o =) Vi =(7) =3
Cov(U, V) 3
r(U, V) = = =0.603=r(X,Y)

Oyoy V4.5 X 5.5
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Example 9.7.2.A computer while calculating correlation coefficient
between two variables X and Y from 25 pairs of observations obtained
the following results:

N=25, % X =125, ¥ X2 =650, Y Y =100, Y Y? =
460, Y, XY =508
It was, however, later discovered at the time of checking that he had
copied down two pairs as

X Y

6 14

8 6

While the correct values were
X Y

8 12

6 8

Obtain the correct value of correlation coefficient.
Solution: The corrected Y. X,Y Y, Y X2, Y Y?2,Y XY ,X.Y are:

ZX=125—6—8+8+6=125
ZY=100—14—6+12+8=100
ZX2=650—62—82+82+62=650
ZY2=460—142—62+122+82=436

ZXYz508—6><14—8><6+8><12+6><8=520

Y—lzx—lxus—s ?—121/—1 100 = 4
- ~ 25 T T =25% -
1

n
1 —_— 4
Cov (X, Y) =—ZXY—X Y=-—x520-5x4=—
n 25 5
1 —2 1
2=_ ) X2—-X =—x650—-5%2=1
Ox nz 25
2—121/2 V= - x 436 — 16 = o2
% =q ~ 725 ~ 725
. . . Cov(X,Y)
Hence the corrected correlation coefficient is: (X, Y) = =
X0y
4
s_=2=067
1x— 3

5

Example 9.7.3.Show that if X', Y’ are the deviations of the random

variables X and Y from their respective means then

Y 2

(i) r=1-£3, (%-5)

Oy
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2

(i) r = -1+=3, (j—x+§—y)
Solution. (i) Here X] = (xl- — Y) andY; = (Y- — ?)

! YI 2
—1——[—2 X’2+—2 Y% —

RHS=1 _%Zi(:_;‘o—;)

- ZiXi'Yi']
01 Z(X - X) +—Z(Y Y)
WZ(xi—x)(n—Y)]

171 4 1 2
=1-= X a — X Oyz —
2 Ux2 X2 O-y ’ O-Xo-y

Ox 0y

1

2N

X raxay]

1
=1—§[1+1—2r] =r
(it) Proceeding similarly, we will get
RHS. =—1+[1+1+2r] =7

Example 9.7.4The variables X and Y are connected by the equation
aX + bY + ¢ = 0. Show that the correlation between them is —1 if the

signs of a and b are alike and +1 if they are different.
Solution.aX + bY +c=0=>aEX)+bE(Y)+c=0
afX —EX)}+b{Y —EY)}=0

b
= X —E@}=_{r —E)}
Cov(X, V) =E[(X—EX))(Y —EY))]
- —ZE[(Y—E(Y))Z]

= ——xof E|(x - ECO)’]
bZ
=E [(Y— E(Y))Z] =——x o}
b , b ,
— g9 7 9%v

Therefore, r = 1 if b and a are of opposite signs and r =
—1, if band a are of same sign
Example 9.7.5.(a)If Z = aX + bY and r is the correlation coefficient

between X and Y, show that 02 = a®a + b?0¢ + 2abroyo y
(b) Show that the correlation coefficient r between two random
variables X and Y is given by
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_ (o + 07 —0fy)

2050y
Where oy, oy and ox_y are the standard deviations of X, Y and X —
Y respectively .
Solution.(a) Taking expectation of both sides of Z = aX + bY, we get
E(Z) = aE(X) + bE(Y),
Z—E(Z)=alX—-EX)]+b[Y —E(Y)]
Squaring and taking expectation of both sides, we get
0f = a’of + b%0? + 2abCov(X, Y)
= a’0} + b?cf + 2abrayoy

(b) Taking a = 1, b = —1 in the above case, we have

Z =X -Yandoi_y = 0} + 0% — 2royoy
Therefore,
N i R

20x0y

Example 9.7.6.X and Y are two random variables with variances g

and of respectively and 7 is the coefficient of correlation between

them. IfU =X+ kY andV =X + Z—X Y, find the value of k so that
Y

U and V are uncorrelated .
Solution.Taking expectations of U = X + kY andV = X + Z—X Y we
Y

get
EWU) = E(X) + kE(Y)andE (V) = E(X) + oy /oyE(Y)
U-EWU)=[X-EX)]+k[Y —EX)]andV —EV)
=[X —EX)] + ox/oy[Y — E(Y)]
Cov(U, V) = E[(U-EW))(V—EW))]

=E [(X —EX)+k(r—-EM)x(X-EX) + Z—’Y( (Y- E(Y))]

=0y +Z—’;COU(X, Y)+ kCov(X,Y)+ k? X o

Y

o
= [0Z + koyoy] + [J—X + k] Cov(X,Y)
Y

oy + ko
— oy (oy + koy) + [%] Cov(X, Y)
Y

Cov(X, Y)| _
) -

= (O-X + ko-y) + [JX + (O-X + ko-y) + (1 + T)O-X

Now, U and V are uncorrelated if
r(U,V)=0i.e.Cov(U,V)=0
Which means,(oy + koy) + (1 +r)oy =0
This implies that
oy + koy =0
And hence,

k=—-2%

Jy
Example 9.7.7. The random variable X and Y are jointly normally
distributed and U and V are defined by
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U=Xcosa+Y sina,
V =Y cosa — Y sina
Show that U and V will be uncorrelated if

2rox oy
tan2a = >
Ox — O,

wherer is correlation coefficient between X and Y, 6 =
Var(X) and o = Var(Y). Are U and V independent?
Solution.We have

Cov(U, V) = E[(U-EW))(V—-EW))]
= E [[(x — E(X))cosa + (V — E(V))sina]
x [(Y —E(Y))cosa — (x - E(X))sina]]
= cos?a Cov(X, Y) — sinacosa.of + sinacosa. o
—sina (Cov(X, Y))
= (cos?a — sin?a)Cov(X, Y) — sinacosa(c? — o)
= cos2a.Cov(X, Y) — sinacosa(c? — o)
Now, U and V Will be uncorrelated if and only if (U, V) = 0 i.e. if

and only if Cov(U, V) = 0. Which further equivalent to
cos2a Cov(X, Y) — sinacosa. (6% — 0Z) =0

sin2 a ) )
cos2aroyoy = > (og — ay)
And hence,
21050
xOy
tan2a = -
O0x — Oy

However, r(U, V) = 0 does not imply that the variables U and V are
independent.

Example 9.7.8.1f X and Y are standardized random variables, and
1+ 2ab

a? + b?

Find r(X, Y), the coefficient of correlation between X and Y .

Solution. Since X and Y are standard random variables, we have
EX)=EX¥)=0

And  Var(X) = Var(Y) = 1 implies that E(X?) = E(Y?) =1

And Cov(X, Y) = E(XY)implies that E(XY) = r(X, Y)oyoy =

r(X,Y)

Now,

r(aX + bY, bX + aY) =

r(aX + bY, bX + aY)
_E[(aX + bY)(bX + aY)] — E(aX + bY)E(bX + a¥)

1
[Var(aX + bY)Var(bX + aY)]z
E[abX? + a?XY + b?YX + abY?] — 0

B {[a?Var(X) + b2Var(Y) + 2abCov(X,Y)] X [b?Var(X) + a?Var(Y) + 2abCov (X, Y)]}%

ab+a?r(X,Y)+b%r(X,Y)+a

{la2+b2+2a (X,Y)][b2+a2+2bar(X.Y)]}%
_ 2ab+(a?+b?)r(X,Y)

a?+b2+2abr(X,Y)
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And hence,
1+2ab 2ab+ (a® +b*)r(X, Y)
a?+b2 a2+ b2+2abr(X,Y)

ie.

(a® + b»)(1 + 2ab) + 2ab.r(X, Y)(1 + 2ab)

= (a®>+b®»%r(X, Y) + 2ab(a? + b?)

This implies that

(a* + b* + 2a%b? — 2ab — 4a?b?).r(X, Y) = (a? + b?)
Further,

[(a? — b?)? — 2ab].7(X, Y) = a? + b?
Then,
a’ + b?

(a? — b2)2 — 2ab

r(X,Y) =

Example 9.7.9.1f U = aX + bY and V = cX + dY , where X and Y are
measured from their respective means and if r is the correlation

coefficient between X and Y , and if U and V are uncorrelated, show
that

1
oyoy = (ad — bc)oyoy (1 —12)2
Solution.We know that,

_ Cov(X,Y)
r= P
Then
Cov(X, Y)]?
1-rH=1- #
Ox Oy
Which implies that
(1 —r?ciof = gioy — [Cov(X, Y)]? ... (*)

U=aX+bY,V=cX+dY
Since X, Y are measured from their means,
E(X) =0 =E(Y). Consequently E(U) =0 = E(V).
And then, of = E(U?); o2 = E(V?).
Also aX + bY —U = 0 and cX + bY —V = 0. Therefore

X B Y B 1
—bV +dU  —cU+aV ad-bc
Then value of X and Y are:
1
X = du — bV
ad — bc ( )
Y:ad_bc(—cU+aV)

Also since U, V are uncorrelated therefore Cov(U, V) = 0. Thus,

Var(X) = m[dzﬁg + bZO'I; - ZdeOU(U, V)]
1

_ 2.2 4 p2 2
(ad—bc)z[d o + b%oy

Similarly, we have
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Var(Y) = @d = b2 [c20f + a?o?]
Cov(X,Y)=EXY)—-EX)EY)=EXY) {+ EX)=0=E()}

E[(dU — bV)(—cU + aV)]

- (ad — bc)?
1
= m [—CdO'l% - abaﬁ]
= m [CdO'l% + aba&]

On substituting in (*), we get
(1 —rHogay

_ 1
" (ad — bo)*
x [(d?af + b%02)(c?0f + a’a)
— (cdof + aba)]
1
= @d 5o X [c?2d?a} + a’b?oy + (a?d? + b2%c?)ola?
- c?d?a} — a’b?oy
— 2abcdoio?]
_ 1
"~ (ad — bc)*
X [—c2d?a} — a’b?oy + (a?d? + b2 c?)ofop
+ c?d*a} + a’b?oy

+ 2abcdoio?]

1
= @ =55 x [(a®?d? + b?c? — 2abcd)of o]

= m x (ad — bc)?ci o
And hence,
oyoy = (ad — bc)oyoy (1 — rz)%

Example 9.7.10.The independent variables X and Y are defined by:

f(x) =4ax, 0 <x<r
=0, otherwise &

f(y) =4by, 0 <y <s

= 0, otherwise

Then show that:

a
Cov(U, V) =——,

b+a
whereU =X +Y andV=X-Y

Solution . Since the total area under probability curve is unity (one),
we have:

forf(x)dx =4q for xdx = 1 implies that 2ar? = 1
Which gives,

1
=— ..09.71
a=-: ( )
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Similarly, ) f(y)dy = 4b [] ydy = 1gives b == ..(9.7.2)
Therefore,

2x
f(x)=4ax=r—2, 0<x<r;

And
2y
f(y)=4by=s—2, 0<y<s ..(9.7.3)
Since X and Y are independent variates, therefore
r(X, Y) = 0 which further imlies that Cov(X, Y) =0 ..(9.7.4)
Now,

Cov(U,V) =Cov(X+Y,X-Y)

= Cov(X, X) — Cov(X, Y) + Cov(Y, X) — Cov(Y, Y)
= 02 — o [Using equation (9.7.4)]
And

Var(U) = Var(X) + Var(Y) + 2Cov(X, Y)

= 0 + o[Using equation (9.7.4)]

Var(Y) =Var(X —=Y) =Var(X) + Var(Y) — 2Cov(X, Y)
= 07 + 0Z[Using equation (9.7.4)]
Cov(U,V) o2—o?

uv)= =
. oy 0oy 0% + of
Further,
E(X)—fr (0)d _ZJ‘T 2 4 _2r
_Oxfx X—rzox x_3
r 2 (T r2
b0t = [ perie 2 [ =
0 0
Var(X) = E(X?) — [E(X)]? = r2 42 B r2 B 1
T ~27 9 T18 36a
Similarly,
2 2182 _s2_ 1
E(Y)=7, E[Y?] == andVar(Y) = - =~
On substituting in (v) we get
1 1
(36a) (36b) b—a
U, V)= _
r( ’ ) L + L b +a
(36a) ~ (36b)

Example9.7.11. Let the random variable X have the marginal
density

filx) =1, —% <x< %and let the conditional density of Y be
1
fOlxD=1,x<y<x+1, —E<x<0

1
=1, —x<y<—x+1,0<x<§

Show that the variables X and Y are uncorrelated.
Solution.We have

1 1 1
2 2 x?|2
E(X)=f xfl(x)dx:J x.ldx=|—| =0
. SR
2
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If f(x, y) isthe jointp.d.f of X and Y, then
fGoy) = fUlnfilx) = fylx)

0 x+1 1 1-x
E(XY) = f 1] xyf (x,y)dxdy + fzf xyf (x,y)dxdy
_E X 0 —-X

0 x+1 3 1-
=f [xj ydy]dx+J [x
1
_E X 0 _
12 3+x20 1[x2 2
237 T2 .22 T3
_1[1 1 1_|_1]_0
2112 8 12 8/

i.e. X & Y are uncorrelated.

1

MAT 503

[+ fi(x) = 1]

2
3
0

X
ydy
X

1

| =

Example 9.7.12: Ten competitors in a musical test were ranked by the

three judges A. B and C in the following order:

RankbyA |1 |6 |5|10|3 4 7 |8
RankbyB |3 |5 |8 10 |2 6 |9
RankbyC |6 |4 |98 |1 3 110 |5 |7

Using rank correlation method, discuss which pair of judges
has the nearest approach to common liking in music.

Solution: Here n = 10

Total
Rank 1 6 5 10 |3 |2 4 19 7 18
by A
X)
Rank 3 5 8 4 7 (10 (2 |1 6 |9
by B
(Y)
Rank 6 4 9 8 1 |2 3 110 (5 |7
by C
2]
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d, -2 1 -3 6 |41-8 |2 |8 I |-1

dz 4 1 9 36 |1 |64 |4 |64 |1 1%:0%%

dz2 |25 |4 [16 |4 [4 [0 [1[1 [4 |1 [ya2
60

az |9 |1 [1 |16 |3 |64 |1 [81 |1 |4 |Nd?
6 214

Then the rank correlation coefficients are

vy -1 6¥df _ 6200 40 _ 7
P = T e —1D  ~  10x99 33 33
*.2) =1 6yd; 6><60_1 4 7
PR = T mz—1) - 10x99 11 11
6y d? 6 X 214 49
p(Y,Z) =1~ 243

_ =1 = —

n(n? — 1) 10 X 99 165

Since p(X, Z) is maximum, we conclude that the pair of judges A and
C has the nearest approach to common likings in music.

9.8.SUMMARY: -

In this unit we have studied that: how we can relate the
variables in bivariate data. We have also studied the correlation
coefficient for frequency bivariate distribution. Further we have
studied rank correlation, even in the case when ranks are repeating.
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CHECK YOUR PROGRESS
Probleml:. Correlation coefficient lies between -1 and +1. True\False

Probelm2: If p (x, y) = +1, then there is a perfect negative correlation
between x and y. True\False

Probelm3: The correlation coefficient is independent of the change of
origin and scale. True\False

Probelm4: The correlation is perfect positive if r=..........

ProbelmS: The correlation coefficient between x and a —x is............
Probelm6: If the amount of change in one variable tends to be a constant
ratio to the amount of change in the other variable than the correlation is
said to be..........

Probelm7: The coefficient of correlation from the following points of
observation (1, 3), (2, 2), (3, 5), (4, 4), (5, 6) is

a) 1.8 b) 0.8 c)0 d)-0.8

Probelm8: The coefficient of correlation between x and y for the following
data is

X 65 66 67 67 68 69 70 72

Y 67 68 65 68 72 72 69 71

a) 0.604 b)0.8 ¢) 1.604 d1

Probelm9: From the data given below, the number of items n.
r=0.5 Yxy = 120, sz =90, oy = 8, where x and y are deviations from
arithmetic mean.

a) 5 b) 8 c) 10 d) 20

Probelm10: There is no correlation between two variables x and y if the
value of p(x, y) =
a)l b) -1 c)2 d)o

9.9. GLOSSARY:-

(i). Bivariate data

(ii). Scatter diagram
(iii)Correlation Coefficient
(iv)Rank Coefficient
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9.12.TERMINAL QUESTIONS:-

TQ 9.12.1 The following are the marks obtained by 24 students in a
class test of Statistics and Mathematics:

Role No. of {01 {02 {0304 0506070809 10|11 |12
Students

Marks in|15|/00]|01{03|16[{02|18[05|04 |17 |06 |19
Statistics

Marks in|13]101]102{07|{08{09 (1209 |17 |16 |06 |18
Mathematics

Roll No. of |13 |14 15|16 |17 |18 (19 (20|21 |22 |23 |24
Students

Marks in|14|109|08 (13|10 (13|11 |11 ]12|18 (09 |07
Statistics

Marks in|11|03|05|04|10|11 (14|07 |18 | 15|15 |03
Mathematics

Prepare a correlation table taking the magnitude of each class
interval as four marks and the first class interval as “equal to 0 and less
than 4. Calculate Karl’s Pearson’s coefficient of correlation between
the marks in Statistics and marks in Mathematics from the correlation
table.
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TQ 9.12.3. The joint probability distribution of X andY is given
below:

X: -1 +1
Y:
0 1 3
8
1 2 2
8 8

Find the correlation coefficient between X and Y.

9.13 ANSWER:-

Answer of Check your Questions:-

CHQ.1 True
CHQ.2 False
CHQ.3 True
CHQ.4 +1
CHQ.5 -1
CHQ.6Lincar
CHQ.7 b
CHQ.8 a
CHQ.9 ¢
CHQ.10d

Answer of Terminal Questions:-
TQ9.12.1 0.5544
TQ9.12.3 -0.2582
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UNIT 10:-REGRESSION

CONTENTS:

10.1  Introduction

10.2  Objectives

10.3  Linear regression, Regression Coefficients and properties
10.4  Angle between two lines of Regression

10.5 Standard error of estimate or residual variance
10.6 Curvilinear Regression & Regression Curves
10.7 Regression Coefficients

10.8  Solved Examples

10.9 Summary

10.10 Glossary

10.11 References

10.12 Suggested Readings

10.13 Terminal Questions

10.14 Answers

10.1. INTRODUCTION:-

The term “regression” literally means “stepping back towards
the average”. It was first used by a British biometrician Sir Francis
Galton (1822 — 1911) in connection with the inheritance of stature.
Galton found that the offspring of abnormally tall or short parents tend
to “regress” or “step back” to the average population height. But the
term “regression” as now used in Statistics is only a convenient term
without having any reference to biometry. Regression gives an idea of
relationship between two or more variables.

10.2.0BJECTIVES:-

After studying this unit learner will be able to:

1. Analyse the connection between two or more variables.
2. Compute the line of regression.
3. Compute the regression coefficients.
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10.3.LINE OF REGRESSION, REGRESSION
COEFFICIENTS AND PROPERTIES:-

Definition. Regression analysis is a mathematical measure of the
average relationship between two or more variables in terms of the
original units of the data. In regression analysis there are two types of
variables. The variable whose value is influenced or is to be predicted
is called dependent variable and the variable which influences the
values or is used for prediction, is called independent variable. In
regression analysis independent variable is also known as regressor or
predictor or explanatory variable while the dependent variable is also
known as regressed or explained variable.

Lines of Regression. If the variable in a bivariate distribution are
related, we will find that the points in the scatter diagram will cluster
round some curve called the “curve of regression”. If the curve is a
straight line, it is called the line of regression and there is said to be
linear regression between the variables, otherwise regression is said to
be curvilinear. The line of regression is the line which gives the best
estimate to the value of one variable for any specific value of the other
variable. Thus, the line of regression is the line of “best fit” and is
obtained by the principles of least squares.

Let us suppose that in the bivariate distribution (x;,y;);i=
1,2,...,n; Y is dependent variable and X is dependent variable. Let the
line of regressionof Y on X be Y =a+ bX.

According to the principle of least squares, the normal equations for
estimating aand b are

n n
Zyizna+b2xi ...(10.3.1)
Li=1 i=1

n n
XxiyizaZXi+bZXiz .(10.3.2)
1 i=1

i=1 i=

After dividing by n in the first equation, we get
y =a+bx ...(10.3.2a)

Thus, the line of regression of Y and X passes through the point (X, y).
Now, p;; = Cov(X,Y) = %Z{Ll x;yi — Xy. This gives

n

1 —

HZ X Vi = Wy + XY ...(10.3.3)
i=1

Also, oy = %Zin:lxiz — %2

Therefore,
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n

1
—z X2 = 0,2 + %2 ...(10.3.4)
=
Dividing (10.3.1) by and using (10.3.3) and (10.3.4), we get

W, + Xy = aX + b(ox? + %X?) v veever e enn-. (10.3.5)

Multiplying (10.3.2a) by X and then subtracting from (10.3.5), we get
Hi1 = bGXZ
And hence, b= % Since ‘b’ is the slope of the line of regression

X

of Y onX and since the line of regression passes through the point
(X, V), its equation is

Y—§=b(X-%) = %(X—)‘() . (10.3.6)
X
ie. Y—y=r2X- % e . (10.3. 62)

Starting with the equation X =A+BY and proceeding
similarly or by simply interchanging the variables X and Y in (70.3.6)
and (10.3.6a), the equation of the line of regression of X on Y
becomes X — X = E—E(Y— ¥),X—X = rz—;(Y— y)

Question 10.3.1: Using the least square method obtain the equation of
line of regression of Y on X.

Solution: The straight line is defined by
Y =a+bX
And satisfying the residual (least square) condition
S = E[(Y — a — bX)?] = Minimum
For variations in aand b, is called th line of regression of Y and X.
The necessary and sufficient conditions for a minima of
S, subject to variations in a and b are:

. 0S as
(i) £=0,£=0 and

9%s 9%s
A | a2 @aab a%s
(1) A= s o%s >0 and a2 0
db da b2
Using condition (i), we get
0S
—=-2E[Y—-a—-DbX]=0
da
o5 _ 2E[Y bX] =0
ab a -

This gives, E(Y) = a + bE(X)and E(XY) = aE(X) + bE(X?). The
first equation implies that the line of regression of Yon X, passes
through the point (E(X), E(Y)).
Multiplying  E(Y) =a+bE(X)by E(X) and subtracting
from E(XY) = aE(X) + bE(X?), we get
E(XY) — E(X)E(Y) = b[E(X?) — [E(X)]].
This gives, Cov(X, Y) = b.o? and consequently,
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b= Cov(X, Y) roy
Bl O-X2 B O-X
Using above equation and subtracting E(Y) = a + bE(X)from Y = a +

bX, we get required equation of line of regression:

Y —E(Y) = W(X - EX)

ie Y—E(Y) =—*(X- E(X)
CYP 10.3.1: Using the least square method obtain the equation of line
of regression of X on Y.
(Hint: The straight line defined by E = A + BYand satisfying the
residual condition
E[X — A — BY]? =Minimum,
for the variable A and B, is called the line of regression of X on
Y.)

2 2
Remarks 10.3.1.()) We note that>— = 2 (+ve), 2= = 2E(X?)and
92s . .
prp 2E(X). Which give

L\ 080% (0% )]
~ 9a?0b?  \dadb
= 4[E(X®) — (E(X))2] = 40,2 >0
Hence the solution of the least square equations provides a minima of
S.

(ii) The regression equation implies that the line of regression
of Y on X passes through the point (X,¥). Similarly that the line of
regression of X on Y also passes through the point (X, ¥). Hence both
the lines of regression pass through the point (%, ¥). In other words, the
mean values (X, y) can be obtained as the point of intersection of the
two regression lines.

(iii) There are always two lines of regression, one of Y on X
and the other of Xon Y. The line of regression of Y on X is used to
estimate or predict the value of Y for any given value of X, i.e., when
Y is a dependent variable and X is an independent variable. The
estimate so obtained will be best in the sense that it will have the
minimum possible error as defined by the principle of least squares.
We can also obtain an estimate of X for any given value of Y by using
regression line Y on X, but the estimated value obtained will not be
best since regression line Y on X is obtained on minimising the sum of
the squares of errors of estimates in Y and not in X. Hence to estimate
or predict X for any given value of Y, we use the regression line of X on
Y, which is derived on minimising the sum of the squares of errors of
estimates in X. Here X is a dependent variable and Y is an independent
variable. The two regression equations are not reversible or
interchangeable because of the simple reason that the basis and
assumptions for deriving these equations are quite different. The
regression equation of Y on X is obtained on minimizing the sum of the
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squares of the errors parallel to the Y -axis while the regression
equation of X on Y is obtained on minimising the sum of squares of the
errors parallel to the X -axis. In a particular case of perfect correlation,
positive or negative, i.e., == 1, the equation of line of regression of Y
on X becomes:

_ Oy _
Y-§=1+—X-X%)

O-X

This implies that
Y-V X—-X
-+(57)
oy Oy

Similarly, the equation of the line of regression of X on Y becomes :

o

X—-x=+2(Y-9)
O-X

i.e.

Y-§ X—-X
== +(5)
oy Oy

Which are same in both situations. Hence in case of perfect correlation,
(r = £ 1), both the lines of regression coincide. Therefore, in general,
we always have two lines of regression except in the particular case of
perfect correlation when both the lines coincide and we get only one
line.

10.4.ANGLE BETWEEN TWO LINES OF
REGRESSION:-

Equations of the lines of regression of Y on X,and X onY are
Y—5=r. 2 -DandX —x =r.Z( — )
Oy oy

Slopes of these lines are 7. ?and :Ty respectively, If O is the angle

Yx

between the two lines of regression then

T~ —— 2.
tand = o r.o, _1r°~1 Ox0y
- 9 Oy  r \o,2+0,?2
14+r.—=.— x y
Zax T.0y
1= Ox Ty .12 <1)
= 7 g2 Lt <
r 0x* + oy

. 6 =tan™! 1-r Ix%
r 0x? + 0,2

Case (i) ifr=0,tanf =00 =0 = % Thus if the two variables are

uncorrelated, the lines of regression become perpendicular to each
other.
Case (ii) if r=41, tanfd =0 =60 =0orm.

In this case the two lines of regression either coincide or they
are parallel to each other. But since both the lines of regression pass
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through the point (¥, ¥) , they cannot be parallel. Hence in the case of
perfect correlation, positive or negative, the two lines of regression
coincide.

Remarks 10.4.1.(i)  Whenever two lines intersect, there are two
angles between them, one acute angle and the other obtuse angle.

Further tan6 >0 if 0 <6 <§, i.e.,8 is an acute angle and
tanf <0 if §< 0 <m i.e.,f is an obtuse angle and since

0 <r? < 1, the acute angle (A;) and abuse angle 8, between the two
lines of regression are given by

050 1—12
6; = Acute angle = tan™? Zx 4 5 , r>0
Oy~ + 0y r

0,0, r¥-—-1
and 6, = Obtuse angle = tan™" {— 5. , r>0
Ox“ + 0y r

(ii) When r = 0,i.e., variables X and Y are uncorrelated, then the
lines of regressions of Y on X and X on Yare given respectivel by
Y =Yand X = X.

(iii) The fact that if r = 0 (variables uncorrelated), the two lines of
regression are perpendicular to each. Andif r=+1, 8 =0, i.e., the
two lines coincide, leads us to the conclusion that for higher degree of
correlation between the variables the angle between the lines is
smaller, i.e., the two lines of regression are nearer to each other. On
the other hand, if the lines of regression make a larger angle, they
indicate a poor degree of correlation between the variables and
ultimately for 6 = % , ¥ =01i.e, the lines become perpendicular if

no correlation exists between the variable. Thus, by plotting the lines
of regression on a graph paper, we can have an approximate idea about
the degree of correlation between the two variables under study.

10.5. STANDARD ERROR OF ESTIMATE OR
RESIDUAL VARIANCE:-

The equation of the line of regression of Y on X is

_ O'y _
Y=F+r2ZX-X)
0.

X

Y-Y X-X
In other words, — =r ( )
oy Ox

The residual variance Sy2 is the expected value of the squares
of deviations of te observed values of Y from the expected values as
given by the line of regression of Y on X. Thus,

52—k [{7 tro, (X - 9}]2

L, (Y=Y x-x\)* N o
=0,°E =r =0,E(Y" —rX")
ay ox
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Where Y*and X* are standardized variates so that
E(X**) =1 = E(Y*?) and E(X*Y*) = 7.
S,2 =0 2[E(Y*?) + r2E(X*?) — 2rE(X"Y")]
= 0,%(1—71?)

Sy = ay(l—rz)%
Similarly, the standard error of estimate of X is given by
Sy = O'x(l—TZ)%
Remarks 10.5.1(i) SinceS,” or S, > 0 it follows that
1-r)H)=>0=>r|<1
Hence -1<rX,Y)<1

(i) If r=x1, S, =S, =0 so that each deviation is zero, and
the two lines of regression ore coincident.

(iii) Since, asr? - 1,5, and S, = 0, it follows that departure
of the value 2 from unity indicates the departure of the relationship
between the variables X and Y from linearity.

(iv) From the definition of linear regression, the minima
condition implies thatS,orS,, is the minimum variance.

10.6.CURVILINEAR REGRESSION &
REGRESSION CURVES:-

Regression Curves. In modern terminology, the conditional mean
E(Y|X = x) for a continuous distribution is called the regression
function of Y on X and the graph of this function of x is known as the
regression curve of Y on X or sometimes the regression curve for the
mean of Y. Geometrically, the regression function represents the y co-
ordinate of the centre of mass of the bivariate probability mass in the
infinitesimal vertical strip bounded by x and x + dx.

Similarly, the regression function of X on Y is E(X|Y = y)
and the graph of this function of y is called the regression curve (of
the mean) of X on'Y.

In case a regression curve is a straight line, the corresponding
regression is said to be /inear. If one of the regressions is linear, it does
not however follow that the other is also linear.

Theorem10.6.1 . Let(X,Y) be a two-dimensional random variable
with EX) =X, EY)=Y,V(X) =0y?% V(Y) =oy%and letr =
r(X,Y) be the correlation coefficient between X and Y. If the
regession of Y on X is linear then
_ o _
E(Y|X)= Y+r0—y(X—X)
X

Similarly, If the regression of X on Y is linear, then

— o. _
EXIY)=X+r=(-Y)
Ty
Proof. Let the regression equation Y on X be
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E(Y|x) =a+ bx ...(10.6.1)
But by definition,
fx 20

B = | yf(y|x)dy= | v

f yf(x,y)dy = a + bx
fe(x)
Multiplying both sides of (2) by f, (x) and integrating w.r.t. x, we get

fo:ofiy}c(%}’)dydx = afo:ofx(x) dx + bfo:oxfx(x)dx
Tlgs gives,00
fwy [J wf(x,y)dx]dy = a+ bE(X)
Tlgs implies that,
| yhray=a+bE
Le., E(Y) = a+ bE(X)) orY = a + bX..(10.6.2)

Multlplymg both sides of (2) by x fx (x) and 1ntegrat1ng w.r.t. x, we get
f f xy(x,y)dydx = af xfi (x) dx + bf x2f, (x)dx

This 1mp11es that,
E(XY) = aE(X) + bE(X?)

Since, p;; = E(XY)—E (X)E(Y) = E(XY) — XYand 0,2 =
E(X?) — {E(X)}* = E(X?) — X?, therefore above equation
becomes:

i1+ XY =aX +b(o,2+X? ...(10.6.3)
Solving (10.6.2) and (10.6.3) simultaneously, we get

b= E and a = 7—E)?

Oy 0,2

Substituting in (10.6.1) and simplifying, we get the required equation

of the line of regression Y on X as

E(le)—y+&< %)

Hence,
VL H v
E(Y|X)—Y+U—;(X—X)orE(Y|X) Y+r (X X).

Similarly, by starting with the line E(X | y) = A + By and proceeding
similarly we shall obtain the equation of the line of regression of X on

Y asEX | V) =X+ -7)=X+rZ¥ - 7).
[ oy

10.7. REGRESSION COEFFICIENTS:-

The slope of the line of regression of Y on X is also called
the coefficient of regression of Yon X. It represents the increment in
the value of dependent variable Y corresponding to a unit change in the
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value of independent variable . More precisely, we write Regression
coefficient of Y on X as b,,. i.e.

by, =t %
¥ g2 oy

Similarly, the coefficient of regression of X on Y indicates

the change in the value of variable X corresponding to a unit change in
the value of variable Y and is given by

by, =21 _ .2 (10.7.2)

v = o e 7.

. (10.7.1)

Problem (10.7.1):Correlation coefficient is the geometric mean
between the regression coefficients.

Solution: Multiplying equations (10.7.1) and (10.7.2), we get

_ M — K11 — K
Remark (10.7.1). We haver = e by = axzand byy o7 It

may be noted that the sign of correlation coefficient is the same as that
of regression coefficients, since the sign of each depends upon the co-

variance term pq;. Thus, if the regression coefficients ae positive, ‘T’
is positive and if the regression coefficients are negative ‘r’ is negative.

Problem (10.7.2): If one of the regression coefficients is greater than
unity, the other must be less than unity.

Solution: Let one of the regression coefficients (say) byy be greater
than unity, then we have to show that by, < 1. Now,b,, > 1

Hence,bi < 1 Also, we know thatr?* <1 which means by, . by, <
yx

1Thusby, <-—<1.
yx

Problem (10.7.3): Arithmetic mean of the regression coefficients is
greater than the correlation coefficient r, provided r> 0.

Solution: We have to prove that % (byx + byy) =71

or l<rﬂ+r&> >r or 24%>2
2\ oy oy Ox Oy
(~r>0)
This implies that
0+t —20,0,20  Le, (0y—0)* 20

Which is always true, the square of a real quantity is > 0.

Problem (10.7.4): Show that r egression coefficients are independent
of the change of origin but not of scale.
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Solution: Let U:%, V=YT_b=> X=a+hU Y=>b+kV,

Where a,b,h,= (> 0)and k(> 0) are constant.

Then Cov (X,Y) = hk Cov (U, V),0,% = h?0,>  and
0,% = k20,2
U1 hk Cov(U,V)

by, = o2 h2g,2
_k Cov(U,V) k
N

Similarly, we can show that
h
= (B

10.8. SOLVED EXAMPLES: -

Example 10.8.1. Obtain the equations of the lines of regression for
the following data. Also obtain the estimate of X for ¥ = 70.

X: 65 66 67 68 69 70 72
Y: 67 68 65 68 72 69 71

Solution. Let U=X-68 andV =Y —69,then U=0, V=0,
oy2 =45, 0,2 =5.5 Cov(U,V) =3and r(U,V) = 0.6.Since
correlation coefficient is independent of change of origin, we get
r=r(X,Y) =r(U,V) = 0.6.We know that If U=22V="2,
thenX =a+hU, Y =b+kV, ox =hoy and oy = koy

In our case h=k=1, a=68 and b=069 oy =0y =V45=
2.12 andoy = o, = V5.5 = 2.35 Equation of line of regression Y

on X isY =¥ =r2(X-X)ie, ¥=69+06x=(X—68)

Hence, Y = 0.665X + 23.78 Equation of line of regression of X onY

is X—X=rZ(—7) This gives, X =68+ 0.6x2(Y —
oy 2.35

69)i.e.X = 0.54Y + 30.74.To estimate X for given Y,we use the line
of regression of X on Y.IfY = 70, estimated value of X is given by
X =0.54 X 70 + 30.74 = 68.54.Where X is estimate of X,forY = 70.

Example 10.8.2.In a partially destroyed laboratory record of an analysis
of correlation data, the following results only are legible:

Variance of X = 9. Regression equations : 8X — 10Y + 66 = 0, 40X —
18Y = 214. What were, (i) the mean value of X and Y (ii) the
correlation coefficient between X and Y , and (iii) the standard
deviation of Y?

Solution (i) Since both the lines of regression pass through the point
(X,Y), we have 8X — 10Y + 66 = 0,and 40X — 18Y = 214. Solving
these, we get X = 13,Y = 17.
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(ii)Let 8X — 10Y + 66 = 0and 40X — 18Y = 214 be the lines of

regression of Y on X and X and Y respectively. These equations can

be put in the form:Y = S x+%andx =8y +22
10 10 40 40

4
b, = Regression coefficient of Y onX = 0%
and bxy = Regression coefficientof X onY = g =2

20
Hence r? = ig =40.6

But since both the regression coefficients are positive, we take
r=+0.6

(iii)We have by, = rj—;

This implies thatg = % X ? Hence o, = 4.

Remarks.10.8.1. (a) It can be verified that the values of X =
13 andY = 17 as obtained in part (i ) satisfy both the regression
equations. In numerical problems of this type, this check should
invariably be applied to ascertain the correctness of the answer.

(b) If we had assumed that 8X — 10Y 4+ 66 = 0, is the equation of the
line of regression of X onY and 40X — 18Y = 214 is the equation of
line of regression of Y on X , then we get respectively: 8X = 10Y —

66 and 18Y = 40X — 214 ie. X =§Y—%andy :j_gx_%
. 18 40
After comparing we get, by, = ’y and by, = P

212 = by by, = 2 X 2= 278,

But since r2always lies between 0 and 1, our supposition is wrong.

Example 10.8.3.Find the most likely price in Bombay corresponding
to the price of Rs. 70 at Calcutta from the following:

Calcutta Bombay
Average Price 65 67
Standard deviation 2.5 3.5

Correlation coefficient between the prices of commodities in the two
cities is 0.8.

Solution. Let the prices (in Rupees), in Bombay and Calcutta be
denoted byY and X respectively. Then we are given

X =65 Y=670,=25 0,=35andr =r(X,Y) = 0.8, we want
Y for X = 70. Thus, the line of regression of YonX is: Y-V =

~

r2(X-%) Y =67+08%x2(X—-65. When X=70, V=
67+0.8><§(70—65):72.6.
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Example 10.8.4.Can Y=5+2.8X and X=3-0.5Y be the estimated
regression equations of Y on X and X on Y respectively? Explain your
answer with suitable theoretical arguents.

Solution. Line of regression Y on X ,Y =5+ 2.8X gives b, =
2.8 .And line of regression of X on Y, X =3 —0.5Y gives by, =
—0.5. Which is not possible, since each of the regression
coefficients by, and by, must have the same sign.

Example 10.8.5. Given
f(x,y) =xe 0+, x >0,y > 0,
Find the regression curve of Y on X.
Solution. Marginal p.d.f. of X is given byf; (x) = fooo fCe,y)dy =

[oe]

fooo xe ¥+ dy = xe=* foooe"‘y dy = xe™ e—zy =e x>0
-x lo
Conditional p.d.f. of Y on X is given by
X, xe_x(y+1)
flx) ERACO =xe ™,y 2 0.

filx)  e*

The regression cure of Y on X is given by

y=E(Y|X =) = f y FOlR)dy = f yxe™ dy
0 0

ye™* |© - e 1”1
—-x | 0o —X —xlg x
i.e., y = i Which is same as xy = 1. Which is the

equation of a rectangular hyperbola. Hence the regression of Y on X is
not linear.

Example 10.8.6. Obtain the regression equation of Y on X for the
following distribution :
y y
) = -, ) 2 0
e = o ()0
Solution. Marginal p.d.f. of X is given by

[00) 1 [00)
fi(x) =f f(x,y)dy =mf ye—l‘{—xdy
0 0
=m.l"2.(1+x)2
=m:x20

The conditional p.d.f. of Y(for given X) is
@ 1
y=EYIX) = fo vf ylx)dy S AP (—

Regression equation of Y on X is given by

@ 1 *© y
= = = —— 25~
y =E{|X) fo yf (ylx) dy (1+x)2fo yTe 1+xdx

——)iy=0

=m.l—'3.(1+x)3
y=21+x) [*T3=2!=2]
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Hence the regression of Y on X is linear.

Example 10.8.7.Let (X,Y) have the joint p.d. f.given by

_(Liflyl<x,0<x<1
floy) = { 0, otherwise
Show that the regression of Y on X is linear but regression of X on Y is
not linear.

Solution:

X X
fl(x)zf f(x,y)dyzf l.dy=2x; 0<x<1
—X —-X
1 1

L) = f(x,y)dx:f ldx=1-|y|; -1<y<1

Iylf( ) ¥l
X,y
o fi(xly) = =
hixly EONER
(2
_{1_3/,0 <y<l<x<i
- ! 1 <y<0<x<l1
k1+y' y x

Sy 1 _
fz(xb/)—fl(—x)—ﬂ,0<x<1,|y|<x

E(YIX = x) f L0 fxyd LT
=)= | yHOWdy = dy=_—.1y* " =
—x 2 _x2x 4x —X

Hence the curve of regression of Y on X is y = 0, which is a straight
line.

; —l<y<l, 0<x<1

E(X|Y = y) = f x fu(xly) dx

1

1 1
. E(X|Y = ):fx(—)dx:—,o< <1
=) 1=y 20—y 7
1

1 1
And E(X|Y=y)=f0x(m)dx=2(1+y),—1<y<0
Hence the curve of regression of X on Y is
[——
—, y<1
_{ 2(1-y)
x= 1
-1<y<0,

20 +y)
Which is not a straight line.

Example 10.8.8.Variables X on Y have the joint p.d.f.

1
fxy) =3&x+y), 0<x<1, 0<ys<2
Find:

O r&XY)
(i1)) The two lines of regression
(iii)) The two regression curves for the means.

Solution: The marginal p.d.f.’s of X and Y are given by :
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2

1 (2 1 2
fl(x)—f fG,y)dy = f(x+y)dy_3xy+y70
Le. fi(x) :E(l‘l‘x); 0<x<1
) )
1 1 1 1 2
:J f(x,y)dxz—f0 (x+y)dx:§ x7+xy0
ie. L) =3 (+y) 0<y<2

The conditional dlstrlbutlons are given by:

Cfy) 1px+y

O ==75 ‘E(1+x)

fx, y) 2(x +y)
falxly) =

fz(}’) 1+ 2y

B0 = [ 35010 @y = m [ 6+
y=

B 1 xy? y3 _ 3x+4
T20+0)| 2 ?y:o T3(x+1)
Similarly, we shall get
! 2+3y
B = [ xfaar = g [ 60 4 man = 52
(iii)) Hence the regression curves for means are:
3x+4 2+ 3y
y:E(YIx):mand x:E(XIy):g(sz)

From the marginal distributions we shall get

! 5 ! 7
B0 = [ xfdr =2, B = [ xfdr =
0

. 18
2
Var(X) = 0,2 = 17—8 - (g) = %Similarly, we shall getE(Y) =
u 2y =18 52 _16_ ()" _23 =
QIE(Y)_Q;O-y —9 (9) —81.A130 E(XY)—

o 2 xy £, y)dxdy = = [} [2(x2y + xy*)dxdy
0 Y0 370 J0

=% <f01x2dx><L2ydy>+(Jolxdx) fyzdy

1 1x2+1x8]—2
30 ? 3_% 5 11 1
CoviX,Y)=EWXY)—-EWX)E ———X—=——
V(K. ¥) = BN ~ EW E(N) =5 ~5x 5 =~
1
. _Covxy)  m1 (22
O r&XY)= oxoy  [13.23 (299)
162 81
(i1)) The two lines of regression are:
Cov (X, Y 11
Y—E(Y)=#:[X—E(X)] = ¥V -——
Ox. Oy 9
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2 5 C XY
=-Z(x-%)and X - EX) :—°Vay(2 Ny -EW)]= Xx-

CHECK YOUR PROGRESS

Q.1. When the curve is a straight line then the regression is
said to be linear. True/False

Q.2 If r = 0 then two line of regression is parallel to axes.
True/False

Q.3 Coefficient of correlation is the geometric mean of the
coefficient of regression.

True/False

Q.4 The regression coefficient of x on y is 3.2 and that of y on
x is 0.8. True/False

Q.5 Regression coefficient are independent of the change of
origin but not of ..........

Q.6 Arithmetic mean of coefficient of regression is greater
than the coefficient of..........

Q.7 The regression line of y on x from the following data
is......

X |1 2 3 4 5 6 7 8 9 10
Y |10 |12 |16 |28 |25 [36 |41 |40 |42 |50

Q.8 The product of regression coefficients is less than or equal

to.

a.0 b. 1 c.2 d. -1

Q.9 If by, >1, then byy < 1 provided byby, <

a. l b. 2 c.0 d. none

Q.10 Ifr =1 or -1 then the two regression lines will

a. parallel b. perpendicular c. Coincide

d. Intersecting

10.9 SUMMARY: -

In this unit, we have studied the regression, lines of regression.
We have also studied, how the regression coefficients give important
information in context of line of regression and regression coefficients.

10.10 GLOSSARY:-

(i) Line of regression
(i) Regression coefficients.
(iii)  Residual Variance
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10.13 TERMINAL QUESTIONS:-

TQ 10.13.1Explain what are regression lines. Why are there two such
lines? Also derive their equations.

TQ 10.13.2Define, line of regression and regression coefficient. Also
find th equations to the lines of regression and show that the coefficient
of correlation is the geometric mean of coefficients of regression.

TQ 10.13.30btain the equation of the line of regression of Y on X and
show that

the angle 6, between the two lines of regression is given by:

1—p? o 0102

tan(0) =
an(6) p 0,2 + 0,2

TQ 10.13.4 If O is the acute angle between the two regression lines
with correlation coefficient r, then show that sin(0) = 1 — r2.

TQ 10.13.5 For the following data obtain the equations of the lines of
regression and obtain an estimate of Y which should correspond to X =
6.2.

X |1 |2
Y
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10.14. ANSWER:-

ANSWER OF CHECK YOUR PROGRESS

CHQ.1 TRUE

CHQ.2 TRUE

CHQ.3 TRUE

CHQ.4 FALSE

CHQ.5 SCALE
CHQ.6 CORELATION

CHQ.7Y - 30 = 448 (X - 55)
CHQ.8B

CHQ.94

CHQ.10C

ANSWER OF TERMINAL QUESTIONS

TQ10.13.5Y — 12 =0.95(X — 5)&X — 5 = 0.95(Y — 12) and
correspond toX = 6.2 estimated value of Y is: 13.14
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BLOCK V
CONCEPT OF STATISTICAL
HYPOTHESIS
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UNIT 11:- BASICS OF SAMPLING

CONTENTS:

11.1. Introduction

11.2. Objectives

11.3. Population and Sample
11.4. Types of Sampling
11.5. Statistic and Parameter
11.6. Hypothesis, Error, Level Of Significance and Procedure
11.7. Solved Examples

11.8. Summary

11.9. Glossary

11.10. References

11.11. Suggested Readings
11.12. Terminal Questions
11.13. Answers

11.1.INTRODUCTION:-

In this unit we are explaining about basics of sampling theory.
Suppose we want to analyse some statistical properties from a large
number of individuals, items or things, like from: population of a
country, all tree in a forest, street dog in a state and so on. It is very
impractical that we investigate and analyse all the individuals, items or
things. The group of these specific individuals, items or things under
study is called population. Hence complete and exact analysis of
population is very tough task. To deal this we need sampling theory.
In statistics, quality assurance, and survey methodology, sampling is
the selection of a subset (a statistical sample) of individuals from
within a statistical population to estimate characteristics of the whole
population.  Statisticians attempt to collect samples that are
representative of the population in question. Sampling has lower costs
and faster data collection than measuring the entire population and can
provide insights in cases where it is infeasible to measure an entire
population.
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Population

Fig. 11.1.1
Ref: https://en.wikipedia.org/wiki/Sampling_(statistics)
A visual representation of the sampling process

11.2 OBJECTIVES:-

After studying this unit learner will be able to:

1. Differentiate the types of sample drawn.
2. Understand the statistic and parameter.
3. Approximate some basic constant of population.

11.3.POPULATION AND SAMPLE:-

Population: A population is a group or set of individuals, items or
things, which are under the study of statistical investigation. Note that
population may be infinite set. An element of a population is called
statistical individual of that population.

Example 11.3.1 Total students enrolled in higher education in a
country, Total soap produced in a soap company during a particular
month etc.

Sample: A finite subset of a population of is called sample of that
population. Total number of statistical individuals in the sample is
called sample size. The elements in sample is called sample unit. Some
examples of sample of population related to example 1 are as follows:

Example 11.3.2 Picking a student randomly from each university,
colleges and institutes. This group is a sample of total students enrolled
in higher education. Now for the later one, pick five soaps produced
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everyday, at the last day of the month all chosen soaps on the daily
basis form a sample of mentioned population.
Problem 11.3.3 Whatare the advantages of sampling?

Solution: To investigate measure of the population by a sample has
many advantages. Some of the advantages are as following: Time
saving, Cost saving, Easy to conduct and Desirable. If we do
investigation on every individual of the population, then it will take
more time and cost. Also,an investigation on less number of units are
more ease to conduct. Now, suppose we want to check lifeline of bulb
produced in a company, then we cannot check each bulb. Otherwise,
there is no bulb available for sell. So, sometime checking the whole
population units are not desirable.

11.4.TYPES OF SAMPLING:-

In the context of picking process, we have four types of sampling, which are
as follows:

(i) Purposive sampling

(i1)) Random sampling

(iii) Stratified sampling

(iv) Systematic sampling

Purposive Sampling: If the selected sample unit has some pre purpose of
being selected in the sample. Then this type of sample is called purposive
sample. For example, if a teacher wants to show his/ her class students
excellence by a sample student, he/ she will chose brilliant student of that
class. This type of sampling is biased in nature and approximation of
properties of population from the purposive sampling has much more error.

Problem 11.4.1What is the key drawback of purposive sampling.

Solution: The key drawback of purposive sampling is favouritism and
nepotism.

Random Sampling: In the random sampling, sample units are selected at
random. In this case drawback of purposive sampling is totally overcome.
Thus, in random sample, each unit of population has an equal chance of being
selected in sample. Let the size of population\ is N and we want to draw a
sample of size n, then there are: (Z) possible samples. One of the most

commonly used examples of random sampling is lottery system.
Problem 11.4.2What are the drawbacks of random sampling.

Solution: If the population is heterogeneous, then in this sample we
may have missing of sample representative of some homogenous
group of population. For example, if we want a random sample of 10
students from co-education institute. Then chosen random sample may
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have only boy students. Thus, the girl student’s information is totally
missing in this sample.

Simple Random Sampling: Simple random sampling is type of
random sampling in which each unit of the population has an equal
chance of being selected in sample, with an extra condition that this
probability is independent of previous drawing. If the population size is finite
then simple sampling must be done with replacement and if the population is
infinite then replacement is not required.

Stratified Sampling: In this type of sampling, the units of population
are heterogenous. We divide this population in homogenous groups.
These groups are called strata. Each strata differ from each other, but is
homogenous within itself. Then units of sample is chosen randomly
from each of these groups. The number of units selected in each groups
varies according to the statistical investigation and its relative
importance. The resultant sample is termed as stratified sample. This
sample is best representative of the population.

Systematic Sampling: In this sampling, we choose first sample unit at
random from the population. And after that all the sample unit are
chosen by some definite rule. For example, suppose we have list of
students in M.Sc. Mathematics and we want a sample from this list.
Then choose first student at random and then 4™ student from
previously selected student may be chosen to form a sample. This type
of sample is known as systematic.

Remark11.4.3: In the context of probability, sample is classified as
following:

(i) Probability Sampling: If every individual of
population has a chance of being selected in the sample.
Then the sampling is called probability sampling.
Random sampling, stratified sampling, systematic
sampling are probability sampling.

(i) Non- probability Sampling: If some of the individuals
of population have almost possibility of being selected
and some of the individuals do not have the chance of
being selected in the sample. This type of sample is
biased and involve purpose in selection process.
Example of non- probability sampling is purposive
sampling.

(iii)Mixed Sampling: In this sampling, both the probability
sampling and non-probability sampling are involved.
Suppose we want to chose a sample of 10 students for a
quiz and 6 students are chosen random while 4 brilliant
students are chosen. Then this is an example of mixed
sampling.
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11.5. STATISTIC AND PARAMETER:-

Any statistical measure based on population data is known as
parameter and any statistical constant based on sample is known as
statistic. For e.g. mean of population is a parameter and mean of
sample is a statistic. In the following table we fix parameter and
statistic symbol for mean and variance:

S.N. | Statistical measure | Parameter Symbol Statistic Symbol
S) t
1 Mean U X
2 Variance o> 52

Consider a sample of size n. Let x4, x5, ..., X, be sample values.
Note that each x;s are random variable, which can take any individual
values of population. Thus distribution of eachx;s are identical and
same as distribution of r.v. of population. Further a statistic ¢t =
t(xq, x5, ..., Xp) is a function of sample values x;, X5, ..., X,. Clearly a
statistic t is also a random variable. A statistic is termed as estimate of
its parameter. For e.g. sample mean is estimate of population mean.

n .
The sample mean (X)is defined as:x = Zi=1Xi

Unbiased Estimate: A statistic t is known as unbiased estimate of O
if E(t) = O. E(Statistic) = Parameter ... ... .. ... ... ... (11.5.1)

Remark 11.5.1Throughout we fix s? (little s square) for sample
2 — Z?=1(xi_f)2

=
But we take S? as an estimate of population varianceo?, which is

N (xi—i)2

defined as follows: §% = Z‘=1£+x)

The reason for this is that 2 is an unbiased estimator of
population variance o2. More detail about this will be discuss in

the next unit.

variance. Hences? is defined as: s

Standard Error: As we know a statistic t is a random variable. More
precisely if we have population size N and sample size n, then we have
(Z ) = m(say) possible samples. i.e. in this case random variable t can
be any one of the m values, ty,ty, ..., t;,. Now standard deviation of
this t is known as standard error of statistic t. Standard error of statistic
t is denoted as SE(t).

Remark 11.5.2: If sample size n is large, then for any statistict:Z =

t-E(D) _
S5O N(0,1).
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Check Your Progress

Problem 1:The number of possible sample of size n out of N
population units without replacementis : ...........

Problem 2: The number of possible sample of size n out of N

Problem 4: Probability of any one sample of size n being drawn
out of N units is...........

Problem 5: A function of variates for estimating a parameter is

Problem 6: If the observations recorded on five sample are
3,4,5,6,7, then the sample variance is: ...........

Problem 7: A sample of size n is drawn from a dichotomous
population. If the sample has proportion p of items of category |
and q of category II, then the variance of the proportion p is:

Problem 8: If the sample values are 1,3,5,7,9, then the standard
error of sample mean is: ...........

Problem 9: If n units are selected in a sample from N population
units, then the sampling fraction is: ...........

Problem 10: A sample of 16 items from an infinite population
having S.D.= 4, yielded total scores as 160. The standard error of

11.6. HYPOTHESIS, ERROR, LEVEL OF
SIGNIFICANCE AND PROCEDURE:-

Tests of Significance. In sampling theory we study tests of
significance, which involve some theoretical statistical concept to give
some conclusion about the sample. Suppose we have a sample data,
then on this data many questions arises like:
e There is no significance difference between the observed
sample statistic and the population hypothetical parameter.
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e The obtained sample data, fit significantly to the population.
Here significance means, allowing some percentage of error.
Remark 11.6.1: For large n, most of the distribution like: Binomial,
Poisson, t-distribution, Chi- square distribution, F- distribution follows
normal distribution. Therefore for large sample we use Normal test of
significance. And for small sample we do test of significance using t-
test. F-test and Fisher's z-transformation.

Null Hypothesis. A hypothesis is the statement that is not known that
it is true or not. Under the test of significance, we first make null
hypothesis. The null hypothesis is hypothesis which is independent,
hypothesis of no difference. For example, if we want to make a
statement about to compare average performance of class A and class
B. So we have three choice (i) average performance of class A is same
as of class B

(ii) average performance of class A is better than class B (iii) average
performance of class B is better than class A. Out of these three
statement, statement (i) will be the null hypothesis, because statement
(i1) & (iii) showing some biasedness and difference view on class A
and class B. The null hypothesis is denoted by H,.

Alternative Hypothesis. Any hypothesis which is complementary
(negation or part of negation) to the null hypothesis is called an
alternative hypothesis. It is denoted by H;. Note that there is no
meaning of alternative hypothesis, till the null hypothesis is not define.

Example: Suppose we have sample and we want to test that the
population mean yu is same as p, or not at some level of significance.
Then null hypothesis H, should be, Hy: 4 = py. Then the alternative
hypothesis can be one of the following:

@) Hy:p # po

(i)  Hyip>po

(i)  Hy:p<po
The alternative hypothesis in (i) is known as a two tailed alternative
and the alternatives in (ii) and (iii) are known as right tailed and left-
tailed alternatives respectively. The setting of alternative hypothesis is
very important since it enables us to decide whether we have to use a
single-tailed (right or left) or two-tailed test.

Errors in Sampling. The main objective in sampling theory is to draw
valid inferences about the population parameters on the basis, of the
sample results. In practice we decide to accept or reject the lot after
examining a sample from it. As such we are liable to commit the
following two types of errors:

Type I Error : Reject Hy when it is true.

Type II Error : Accept H, when it is wrong, i.e., accept H, when H;
is true. If we write,
P(Reject Hy, when it is true) = P (Reject Hy|Hp) =«
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and

P (Accept Hy when it is wrong) = P(Accept Hy|H;) = B...(11.6.1)
then a and [ are called the sizes of type I error and type II error,
respectively.

In practice, type I error amounts to rejecting a lot when it is good and
type II error may be regarded as accepting the lot when it is bad.

Thus P(Reject alot when it is good) =

And P (Acceptalotwhenitisbad) = f............ (11.6.2)

where @ and f are referred to as Producer's risk and Consumer's risk
respectively.

Critical Region and Level of Significance: A region (corresponding
to a statistic t) in the sample space S which amounts to rejection of H,
is termed as critical region or region of rejection: If o is the critical
region and if t = t(xq, x5, ..., X,) is the value of the statistic based on
a random sample of size n, then
P(tew|Hy) = a, P(te@|Hy) = Beveeerernrennns (11.6.3)

where @ is the complementary set of w. is called the acceptance
region. Wehavew Uw =Sand w N w = .

The probability a that a random value of the statistic t belongs
to the critical region is known as the level of significance. In other
words, level of significance is the size of the type I error (or the
maximum producer’s risk). The levels of significance usually
employed in testing of hypothesis are 5% or 1%. The level of
significance is always fixed in advance before collecting the sample
information.

One tailed and Two Tailed Tests. In any test, the critical region is
represented by a portion of the area under the probability curve of the
sampling distribution of the test statistic.

A test of any statistical hypothesis where the alternative hypothesis is
one tailed (right tailed or left tailed) is called a one tailed test. For
example, a test for testing the mean of a population, Hy: u = p, against
the alternative hypothesis:

Hy: p > pg. (Right tailed) or Hy: p < py (Left tailed) is a single tailed
test.

In the right tailed test (Hy: i > Uy), the critical region lies entirely in
the right tail of the sampling distribution of sample mean, while for the
left tail test (Hy: 1 < o), the critical region is entirely in the left tail of
the distribution. A test of statistical hypothesis where the alternative
hypothesis is two tailed such as:

Hy: p =y, against the alternative hypothesis Hy: pu # g, (Hy: it > U
or Hy: u <), is known as two tailed test and in such a case the
critical region is given by the portion of the area lying in both the tails
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of the probability curve of the test statistic. In a particular problem,
whether one tailed or two tailed test is to be applied depends entirely
on the nature of the alternative hypothesis. If the alternative hypothesis
is two-tailed we apply two-tailed test and if alternative hypothesis is
one-tailed, we apply one tailed test. For example, suppose that there
are two population brands of bulbs, one manufactured by standard
process (with mean life y;) and the other manufactured by some new
technique (with mean life u,).

If we want to test if the bulbs differ significantly, then our null
hypothesis is Hy: pq = u, and alternative will, be Hy: pq # pythus
giving us a two-tailed test. However, if we want to test if the bulbs
produced by new process have high average life than those produced
by standard process, then we have Hy: p; = u, and Hy: py < Uy, thus
giving us a left-tail test Similarly, for testing if the product of new
process is inferior to that of standard process, then we have Hy: puq =
U, and Hy: pq > p,. thus, giving us a right-tail test. Thus, the decision
about applying a two-tail test or one-tail (right or left) test will depend
on the problem under study.

Critical Values or Significant Values The value of test statistic which
separates the critical (or rejection) region and the acceptance region is
called the critical value or significant value. It depends upon:

(i) The level of significance used, and

(i1) The alternative hypothesis, whether it is two-tailed or single-tailed.
As has been pointed earlier for large samples, the standardized variable
corresponding to the statistic tviz.,

t—E(t)
=——=~N01), . cee e eee e .. (11.6. 4

SE® 0,1) ( )
which is asymptotically as n — oo. The value of Z given by (11.6.4)
under the null hypothesis is known as test statistic. The critical value of
the test statistic at level of significance a for a two-tailed test is given
by z, where z,, is determined by the equation

P(Z] > 24) = Qevevevnrerninenennrninnnennn (11.6.5)

i.e., z, 1s the value so that the total area of the critical region on both
tails is a.
Since normal probability curve is a symmetrical curve, from (11.6.5),
we get

P(Z>z)+P(Z<-2zy)=a

>P(Z>z)+P(Z>2z,) =«

= P(Z>z,) =a/2.

i.e. the area of each tail is a/2. Thus z, is the value such that area to
the right of z, is a/2 and, to the left of —z, is a/2, as shown in the
following diagram.
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TWO-TAILED TEST

e |

(Level of Significance ‘a’)

Lower Upper
critical critical
value value o
Rejection Rejection
reqion («/z region («/2)

'Zq Z=0 Zq

In case of single-tail alternative, the critical value z, is determined so
that total area to the right of it (for right-tailed test) is a and for left-
tailed test the total area to the left of —z,is . i.c.

For Right-tail Test: P(Z > z,) = & vv vev vev ver vv ee ... (11.6.6)
And, for Left-tail Test: P(Z < —z4) = @ wo ver v ... (11.6.7)
RIGHT-TAILED TEST LEFT-TAILED TEST
(Level of Signifiance ‘o) (Level of Significance ‘@)

Rejection o
region Rejection
N\ (o) region
(o)

Z=0 z“ 'Za Z=0
Thus the significant or critical value of Z for a single-tailed test (left,or
right) at level of significance a is same as the critical value of Z for a
two-tailed test at level of significance 2a. Consider the following table.

Level of significance (a) | 1% 5% 10%

Critical values (z,) in | |z4|=2.5 | |z4|=1.96 | |z,|=1.645
two tailed test 8

Critical values (z,) in |z,=2.33 | z,=1.645 | z,=1.28
right tailed test

Critical values (z,) in | z,=-2.33 | z,=-1.645 | z,=-1.28
left tailed test

Remark11.6.2. If # is small, then the sampling distribution of the test
statistic Z will not be normal and in that case we can't use the above
significant values, which have been obtained from normal probability
curves. In this case, viz., n small, (usually less than 30), we use the
significant values based on the exact sampling distribution of the
statistic Z. which turns out to be t-test. F-test and Fisher's z-
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transformation. These significant values have been tabulated for
different values of n and a.

Procedure for Testing of Hypothesis. We now summarize below the
various steps in testing of a statistical hypothesis in a systematic
manner.

l. Null Hypothesis. Set up the Null Hypothesis H.
. Alternative Hypothesis. Set up the Alternative Hypothesis H;.
3. Level of Significance. Choose the appropriate level of

significance a depending on the reliability of the estimates and
permissible risk. This is to be decided before sample is drawn,
i.e..a is fixed in advance.
4. Test Statistic (or Test Criterion). Compute the test statistic,
under the null hypothesis
t—E(t)
T S.E.()

5. Conclusion. We compare the computed value of Z in step 4
with the significant value (tabulated value) z,, at the given
level of significance, a. If |Z| < z,, i.e. if the calculated value
of Z (in modulus value) is less than z, we say it is not
significant. And we accept the null hypothesis at level of
significance, a. And if |Z| > z,, then we say that it is
significant and the null hypothesis is rejected at level of
significance, a.

Test of Significance for Single Mean. Consider a population which
follows normal distribution and x;, (i = 1,2, ...,n) is a random sample

2
of size n then x ~ N (u, %) Furthermore if the sample size n is

large and population does not follow normal distribution, then in this
case also, by Central Limit Theorem, sample mean is distributed

2
normally with mean y and variance % . Hence, for large samples, the
standard normal variate corresponding to X is given by:

X— U
e e

Vn

Hence for large samples the null hypothesis H, is: there is no
significant difference between the sample mean (Xx) and population
mean (u).

7 =

oo (11.6.8)

Remarks 11.6.3 If the population standard deviation ¢ is unknown

then we use its estimate. Since for large sample, 02 ~ s2 therefore
G =s.
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2. Confidence limits for p. 95% confidence interval for p is given by

X
1Z| < 1.96, ie.,

u
7| <196

n
— (9 _ g
> ¥—196—=<u<x+196—....

vn Vn

and x + 1.96 \%are known as 95% confidence limits for u. Similarly,

e (11.6.9)

99% confidence limits for u are and 98% confidence limits for are

x+ 233 %.However, in sampling from a finite population of size N ,

the corresponding 95% and 99% confidence limits for u are

. — o N—-n — o N—-n
respectively x + 1'96\/_5 /E and x + 2'58\/_5 T

Test of Significance for Difference of Means. Let x; be the mean of
a random sample of size n; from a population with mean p; and
variance o7 and let x, be the mean of an independent random sample
of size n, from another population with mean u, and variance o2 .

Then, since sample sizes are large,

— of _ o3
X, ~ Ny, - and x, ~ N | uy, o
1 2

Also x; — X5, being the difference of two independent normal variates
is also a normal variate. The Z(S.N.V) corresponding to x; — X5 is
given by

@& -%)-E®-%)
B S.E.(x;—x,
Under the null hypothesis Hy:p; = p,. Le. there is no significant
difference between the sample means, we get

Z

~ N(0,1) vvv v eee e e (11.6.10)

EGqg—-7%) =EGy) —EGG) = =ty =0 (11.6.11)
— —_ _ - 0. (2
VGG —-%5) =V +Vag) = — 4+ = e (11.6.12)
n, n,

The covariance term vanishes, since the sample means x; and x, are
independent.
Thus under Hy: uy = u,, the test statistic becomes (for large samples),

X — X
Z= L2 ~ N, 1) e eve e (11.6.13)

@+

Remarks 11.6.4 If o = 07 = o2 , Le. if the samples have been
drawn from the populations with common S.D. o, then under Hy:uq =

U,
7= ;1 ~ N(O, 1) e e e - (11.6.14)
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Remarks 11.6.5 If in (11.6.14) ,0 is not known, then its estimate
based on the sample variances is used. If the sample sizes are not
sufficiently large, then an unbiased estimate of a2 is given by

(ny — 1)S? + (n, — 1)S3

—

O' =
2 (ny +n, —2)
. _ (ni—DE(S})+(n,~1DE(SF)
since E(o,) = E—
_ (ny — Do? + (n, — 1)o? _ 2
(ng +ny, —2)

But since sample sizes are large, S? ~ s2, S2 ~ s2, n; — 1 =~ ny, ny —
1 = n,. therefore in practice, for large samples, the following estimate
of o2 without any serious error is used :

— 45§+ nps?

0t =————

n, +n,

However, if sample sizes are small, then a small sample test, t-test for
difference of means is to be used.

Remarks 11.6.6. If 6 # ¢ and 0, and o, are not known, then they
are estimated from sample values. This results in some error, which is
practically immaterial, if samples are very large. These estimates for
large samples are given by

77 =St~ s?

T2 —C2 o o2
0; =55 Sy

In this case, (11.6.13) givesZ = _a N(0, 1)
Bre)
nq np

Test of Significance for the difference of Standard Deviations. If s;
and s, are the standard deviations of two independent samples, then
under null hypothesis Hy: 0 = 0y, i.e., the sample standard
deviations don’t differ significantly, the statistic

Z=—2"__N(0,1) forlarge samples.... ... .......(11.6.15)

" SE. (s1—52)
But in case of large samples, the S.E. of the difference of the sample
standard deviations is given by

2 2
SE (Sl - Sz)= ;Tll + ;Tzz
S1— S
fZ =2 N0, 1) oo (11.6.16)

2 2
o o
(7 +7,)
n, 2n,
o2 and o2 are usually unknown and for large samples, we use their

estimates given by the corresponding sample variances. Hence the test

statistic reduces to
S — S,
Z=————=>~N(0,1).cc.c. e ... ...(11.6.17)

2 2
S1 o, S2
<2n1 T 2n2)
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11.7. SOLVED EXAMPLES: -

Example 11.7.1Calculate the expectation of sample mean.

Solution: Let population has N individuals X;, X5, ..., Xy and sample
has n units Xy, x5, ..., X,. Then each x;'s can take any of population
individual values Xq, X5, ..., Xy with equal probability 1/N. Then for
everyi = 1,2, ...,n we have

1 1 1
E(xi) :X1N+X2N+”'+XNN
1 1
:N(X1+X2+"'+XN) :N(NH) = Q.

1 1
NowE (¥) = 1 iy ECx) = 1 (o) = .
Hence, sample mean is an unbiased estimate of population mean.

Example 11.7.2.Calculate the variance and standard error of sample
mean.

Solution: Since each x;'s can take any of population individual values
X1,X,, ..., Xy with equal probability 1/N, therefore for every i =
1,2, ...,n we have

V(x;) = E(x; — E(x))? = E(x; — w)?

1 1
=5 [K =%+ (Ko =) + -+ Xy = w)*] = 5 (No®) = o

n
ZL':]_ Xi

Now, each x;'s areiid r.v. and X = , therefore

1 1% 1 2
V(x) = V<;(x1 + x, + ---+xn)) = FZ V(x;) = ﬁ(ncz) = %

Thus,SE (%) = %

Example 11.7.3A sample of 900 members has a mean 3.4cms. and s.d.
2.61 cms. Is the sample from a large population of mean 3.25cms, and
s.d. 2.61 cms.? If the population is normal and its mean is unknown,
find the 95% and 98% fiducial limits of true mean?

Solution.
Null hypothesis (Hg): The sample has been drawn from the

population with mean ¢ = 3.25 cms., ans S.D. 0 = 2.61 cms

Alternative Hypothesis H;: u # 3.25 (Two-tailed).

Test Statistic. Under H,, the test statistic is: Z = RN (0, D),
Vn

(since n is large).
Here, we are given X = 3.4cms.n = 900cms., u = 3.25¢cms and
o = 2.61cms.
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7 — 3:40-325 _ 0.15x30
- 2.61 - 2.61

V500
data do not provide us with any evidence against the null hypothesis

(H,) which may, therefore, be accepted at 5% level of significance.

= 1.73.Since |Z| < 1.96, we conclude that the

95% Fiducial limits for the population mean yu are: x + % = 3.40 +
2.61

1.96 x oo = 3.40 £ 0.1705,i.e. 3.5705 and 3.2295 98% fiducial
limits for u are given by: x + 2.33 \% L.e. 3.6027 and 3.1973.

Remark. 2.33 is the value z; of Z from standard normal probability
integrals, such that P(|z| > z;) = 0.98 = P(Z > z,) = 0.49.

Example 11.7.4.An insurance agent has claimed that the average age
of policyholders who insure through him is less than the average for all
agents, which is 30.5 years. A random sample of 100 policyholders
who had insured through him gave the following age distribution :

Age last birthday No.of persons
12 16-20
22 21-25
20 26-30
30 31-35
16 36-40

Calculate the arithmetic mean and standard deviation of this

distribution and use these values to test his claim at the 5% level of
significance. You are given that Z(1.645) = 0.95

Solution. Null Hypothesis, Hy: 4 = 30.5 years, i.e., the sample mean
() and population mean (u) do not differ significantly.
Alternative Hypothesis, Hy: u< 30.5 years (Left-tailed alternative).

CALCULATIONS FOR SAMPLE MEAN AND S.D.

Agelast | No.Of | Mid- | d fd fd?
birthday | persons( | point _x—28
f) X 5
16-20 12 18 -2 -24 48
21-25 22 23 -1 -22 22
26-30 20 28 0 0 0
31-35 30 33 1 30 30
36-40 16 38 2 32 64
Total N=100 ) fd=
16 z fd
= 164
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5X16
100

Thus from above table x = 28 + = 28.8 years, and standard

164 16 16 .
— — (— X —) = 6.35 years. Since
100 100 ~ 100

the sample is large, therefore & =~ s = 6.35 years. Under H, test
statistic is Z = 5% = -2.681. Since |Z| = 2.681 > 1.645, therefore

n
we reject the null hypothesis (Accept H; ) at 5% level of significance
and conclude that the insurance agent's claim that the average age of
policyholders who insure through him is less than the average for all
agents, is valid.

deviation of sample s =5 X \/

Example 11.7.5. The means of two single large samples of 1000 and

2000 members are 67.5 inches and 68.0 inches respectively. Can the
samples be regarded as drawn from the same population of standard

deviation 2.5 inches? (Test at 5% level of significance).

Solution. We are given :n; = 1000, n, = 2000; x; = 67.5 inches,
x, = 68.0 inches.

Null hypothesis, Hy: y; = pyand o = 2.5 inches, lLe. the sample
have been drawn from the same population of standard deviation
2.5 inches.

Alternative Hypothesis, Hq: 1, # u,(Two tailed).
Test Statistic. Under H,, the test statistic is (since samples are large)

X, — X
:—11 21 ~ N(0, 1)
Jaz (L oL
o (n1 +n2)
67.5-68.0 —0.5
Now  Z = S, 1 _2.5><0.0387__5'1'
25 |(s955*7000)

Conclusion: Since|Z| > 3, the value is highly significant, and we
reject the null hypothesis and conclude that samples are certainly not

from the same population with standard deviation 2.5.

Example 11.7.5.In a survey of buying habits, 400 women shoppers are
chosen at random in super market ‘A’ located in a certain section of the
city. Their average weekly food expenditure is Rs. 250 with a standard
deviation of Rs. 40. For 400 women shoppers chosen at random in
supermarket ‘B’ in another section of the city, the average weekly food
expenditure is Rs. 220 with a standard deviation of Rs. 55. Test at 1%
level of significance whether the average weekly food expenditure of
the two populations of shoppers are equal.

Solution. In the usual notations, we are given that

ny; = 40,x; = Rs.250, s; = Rs.40,n, = 400,x, = Rs.220,

s, = Rs.55
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Null hypothesis, Hg:p; = pu,, i.e, the average weekly food
expenditures of the two populations of shoppers are equal.
Alternative hypothesis, Hy.i; # [y, i.e., (Two-tailed)

Test Statistic. Since samples are large, under H,, the test statistic is

X1 — X
Z: L 2 "’N(O,l)

[@-@)

Since g, and a,, the population standard deviations are not known, we

can take for large samples: 02 = s? and o2 = 52
And then Z is given by

S1— Sy 250 — 220
Z = = = 8.82(approx.)
2 o \/(zmz N 552)
21 4 202 400 T 400
(an + an) 200 T 200

Example 11.7.6.Random samples drawn from two countries gave the
following data relating to the heights of adult males:

Country 4 Country B
Mean height (in inches) 67.42 67.25
Standard deviation (in inches)  2.58 2.50
Number in samples 1000 1200

(i) Is the difference between the means significant?
(i) Is the difference between the standard deviations significant?

Solution. We are given:

n,; =1000, x; = 67.42 inches, s, = 2.58 inches,

n, = 1200x, = 67.25inches, s, = 2.50 inches.

As in the last examples (since sample sizes are large), we can take
0, = s, = 2.58, 0, =5, = 2.50.

(i) Hy: 4y = py, Le., the sample means do not differ significantly.
Hl: Hq * U (TWO talled)
¥=%;

Under the null hypothesis H,, the test statistic is Z = s T

2 2
s{ s
(—1 +—2>
nqg ny

N(0, 1), since samples are large.

NOW, 7 = 67.42—67.25 — 0.17 - 156

(2.58)2+(2.50)2 (6.66+6.25)
1000 ' 1200 1000 ' 1200

Conclusion. Since |Z| < 1.96, null hypothesis may be accepted as 5%
level of significance and we may conclude that there is no significant
difference between sample means.
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(ii) Under Hy: there is no significant difference between sample
standard deviations, Z = —2—2— ~ N(0, 1), since samples are

S.E. (51—52)
= (ol o) [(sL st
large. Now S.E.(s;—5s3) = \/(2711 + an) = \/(an + an). If 0q
and o, are not known and o; = s, 0, = Sy.
(2.58)2 (2.50)2
~ S.E. - = + = 0.07746
(51~ 52) j{z x 1000 " 2 x 1200

_ 258-250 _ 008 _ 4
0.07746  0.07746
Conclusion. Since |Z| < 1.96, the data don’t provide us any evidence
against the null hypothesis which may be accepted as 5% level of
significance. Hence the sample standard deviations do not differ

significantly.

Hence

Example 11.7.7.Two populations have their means equal, but S.D. of
one is twice the other. Show that in the samples of size 2000 from
each drawn under simple sampling conditions, the difference of means
will, in all probability, not exceed 0.150, where o is the smaller S.D.
What is the probability that the difference will exceed half this
amount?

Solution. Let the standard deviations of the two populations be ¢ and
20 respectively and let u be the mean of each of the two populations.
Also, we are given n; =n, = 2000. If x; and x, be two sample
means then, since samples are large,
O — %) —E(x —X3)
Z = — ~N(, 1
S.E.(x; —x; © 1

Now E(x{ —x3) =E(x)) —E(x;) =p—p=0and
S.E. (6 — %)= (“2+@) =0 |(5=+ =) = 0.050

n . ny 2000 ' 2000
(1 —x3)
Wl =—————"———~N 0, 1
S.E.(Xx{ — %, © 1

Under simple sampling conditions, we should in all probability have
1Z| <3 =[x —X;] <3s.e.(x —X2)
= |x; — x3| < 0.150,
which is the required result.
We want p=P [lx_l — x| > % X 0.150]

=1-2P(0<Z<15)=1-2x0.4332 =0.1336.

11.8. SUMMARY: -

In this unit, we have studied the basic terminology of sample
and population. We have also read the types of sampling. In this we
have also explained about Hypothesis, Error, Level Of Significance
and Procedure.
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11.9.GLOSSARY:-

(1) Random Variable

(i)  Independent and Identical Random Variable
(iii)  Sample

(iv)  Population.

) Statistic.

(vi)  Parameter

(vil)  Estimates
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11.11 TERMINAL QUESTIONS:-

TQ 1.A normal population has a mean of 0-1 and standard deviation of
2.1. Find the probability that mean of a sample of size 900 will be
negative.

TQ 2.The average hourly wage of a sample of 150 workers in a plant
'A' was Rs. 2-56 with a standard deviation of Rs. 1-08. The average
wage of a sample of 200 workers in plant 'B' was Rs. 2:87 with a
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standard deviation of Rs. 1-28. Can an applicant safely assume that the
hourly wages paid by plant 'B' are higher than those paid by plant ‘A' ?

TQ 3.In a certain factory there are two independent processes
manufacturing the same item. The average weight in a sample of 250
items produced from one process is found to be 120 ozs. with a
standard deviation of 12 ozs. while the corresponding figures in a
sample of 400 items from the other process are 124 and 14. Obtain the
standard error of difference between the two sample means. Is this
difference significant? Also find the 99% confidence limits for the
difference in the average weights of items produced by the two
processes respectively.

TQ 4.The mean height of 50 male students who showed above average
participation in college athletics was 68-2 inches with a standard
deviation of 2-5 inches; while 50 male students who showed no
interest in such participation had a mean height of 67-5 inches with a
standard deviation of 2-8inches.
(i)  Test the hypothesis that male students who participate in
college athletics are taller than other male students.
(ii)) By how much should the sample size of each of the two
groups be increased in order that the observed difference of
0-7 inches in the mean heights be significant at the 5% level
of significance.

11.12.ANSWER:-

Answer of Check your progress Questions:-

cyQ 1:(Y).

CYQ 2:00.

CYQ 3: n! ways.
CcYQ4:1/(Y).
CYQ 5:an estimator.
CYQ 6:2.5

CYQ 7:ﬁpq.
CYQ 8: 2.
CYQVY: %
CYQ 10: 1
cyQir: 2.
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Answer of Terminal Questions:-

TQ1 0.0764

TQ2 The average hourly wages paid by plant 'B' are higher than those
paid by plant 'A’.

TQ3 Standard error is 1-:034. There is significant difference between
the sample means. 1-33 <|u; — pUy[<6-67.

TQ 4 (i). College athletes are not taller than other male students.

(i1). The sample size of each of the two groups should be increased by
at least 78 - 50 = 28, in order that the difference between the mean
heights of the two groups is significant.
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UNIT12:-EXACT SAMPLING
DISTRIBUTION-I

CONTENTS:

12.1. Introduction

12.2. Objectives

12.3. Chi-Square Distribution

12.4. M.G.F of Chi-square (x?) Distribution
12.5. Theorems on Chi-square (y?)

12.6. Application of x? variate (test in y? distribution)
12.7. Solved Examples

12.8. Summary

12.9. Glossary

12.10. References

12.11. Suggested Readings

12.12. Terminal Questions

12.13. Answers

12.1.INTRODUCTION:-

In previous unit we have explained about basics of sampling
theory now in this unit we are explaining about Chi-Square
Distribution and it’s properties. Karl Pearson's paper of 1900
introduced what subsequently became known as the chi-squared test of
goodness of fit. The terminology and allusions of 80 years ago create a
barrier for the modern reader, who finds that the interpretation of
Pearson's test procedure and the assessment of what he achieved are
less than straightforward, notwithstanding the technical advances made
since then. The psychiatrist wants to investigate whether the
distribution of the patients by social class differed in these two units.
She therefore erects the null hypothesis that there is no difference
between the two distributions. This is what is tested by the chi squared
(¥?) test A chi-square test is used in statistics to test the independence
of two events. Given the data of two variables, we can get observed
count O and expected count E. Chi-Square measures how expected
count E and observed count O deviates each other. The Chi-square test
of independence (also known as the Pearson Chi-square test, or simply
the Chi-square) is one of the most useful statistics for testing
hypotheses when the variables are nominal, as often happens in clinical
research.

Department of Mathematics
Uttarakhand Open University Page 219



ADVANCED STATISTICS MAT 503

Fig:12.1
Ref:https://en.wikipedia.org/wiki/Karl Pearson#/media/File:Karl Pear

son,_1912.jpg
Karl Pearson

(1857-1936)

12.2.0BJECTIVES:-

After studying this unit learner will be able to:

1. Derive Chi-square distribution.

2. Explain various concepts like m.g.f., chracterstic function, etc
related to chi square distribution.

3. Discuss various theorems and properties of chi-square theorem.

12.3.CHI-SQUARE (x*) DISTRIBUTION:-

When we consider, the null speculation is true, the sampling
distribution of the test statistic is called as Chi-squared distribution.
The Chi-squared test helps to determine whether there is a notable
difference between the normal frequencies and the observed
frequencies in one or more classes or categories. It gives the
probability of independent variables.

As we know if X is a normal random variable with mean y and
. X-u . . .
variance o2, then Z = TH is also a normal variable with mean 0 and

variance 1. Here the Z variable is known as standard normal variate.
The square of Z is called a chi-square variable with 1 degree of

freedom i.e.if X ~ N (u,02), then Z = % ~ N(0,1).

N2
Consequently, Z2 = (%) , i1 a chi-square variate with degree of

freedom 1. In place of Z? we use the symbol y?2.
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e A teacher-researcher has obtained data from a questionnaire used for
teachers and head teachers in the form of a contingency table of 3 x 3
for anxiety and awareness levels. Chi-Square(x?)test will indicate
whether the two variables are interdependent.

In general, if X;, (i = 1,2,...,n) are nindependent normal variables
with mean y; and variance ¢?, (i = 1,2, ...,n), then

2
X — s
X = ?=1( ‘Ui”l) s eeennn(133.0)

is a chi-square variable with n degree of freedom.

Problem 12.3.1: Let y2 be a chi-square variable with n degree of
freedom. Obtain the distribution of y?2.

Solution:Let X;, (i = 1,2, ...,n) are independent normal distributions
N(u;, 6?), we want the distribution of

2
X._ . X._ .

X2 =YL (—‘Giul) =Y, U? where U; = —‘G.ﬂ‘
L L

Since X;s are independent, U;s are also independent and follow
N(0,1).

My2(6) = Myyy2(t) =TTy My (6) = [My2(0)]
Now, M (t) = E[exp[tU?]] = fjooo exp(tu?) f(x;)dx;

n

_ [ 2y 1 _ (x-w? '
= J__ exp(tu}) _"‘éﬁ exp ( — ) dx;

1 *° u; Xi— U
= t 2 __L d e — l
I R
= ool (7))
= anl) . exp 5 Rt
1V
-~ 5 1
Van (1 — Zt)i
2
_n
w My2(t) = (1—2t) 2
The above equation is moment generating function of a Gamma

—(1-2072

. . 1 1 .

variable with parameters > and SN Therefore from the uniqueness of
. . . . . 1

moment generating function, )(2 is a Gamma variate with parameter >

1 . . . e
and SN Hence if a random variable Y has a chi-square distribution

with n degree of freedom, then we write Y ~ y2(n) and its p.d.f, is
given by :
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1 ny_
f) =—=—r—e 23/(2)1' 0<y<oo,
221 (3)
Example 12.3.2: If Y ~ y?(n), then g ~y (g)
Proof. Let W = %Y. Then Y = 2W.
dy
gw) = f(y) |ﬁ|

1 y n
= e (y)2 "2

)

[UnN
N

Therefore, W ~ y (g)

12.4.M.G.F OF CHI-SQUARE (x?)
DISTRIBUTION: -

Let X ~ xy%(n). Then M.G.F. of X is:

My (t) = E(et¥) = Lmetxf(x)dx
1 “ X n_
gl o
1 *© 1-2t n_
ZZ%F(%)'L exp[_< 2 )x] (02" dx
i

=
22T (5 1—-2t
@ 52
Hence, the M.G.F. of x?- variate with n degree of freedom is:
n

n
2

1 t\ 2
My (t) = (T) ,2t] < 1.

e Cumulant Generating Function of x? — distributionKy (t) =
logMy (t).

e k, = Coefficient of% nK(@t)=n2""1(r -1

e Mode of the chi-square distribution withn degree of freedom is
(n—2).

e Mean of the chi-square distributionk; = n, Variance y, = k,
=2n.

o us= ky;=8n,u, = ky+3k?=148n+ 12n2
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« Pi=li=cand pp=li= 43,

e Skewness = \/2
n

e Chi square distribution tends to normal distribution for large
d.f.

e The sum of independent Chi — square variates is also a
x? —variate. Converse is also true.

= I";
Wi

Nw

12.5. THEOREMS ONCHI-SQUARE (x?)
DISTRIBUTION:-

Theorem 12.5.1: If X2 and X? are two independents X 2-variates

x? :
with n; and n,d.f. respectively, then — Xz isaf, ( ) variate.

Proof: Since X2 and X'} are independent X ?-variates with n; and n,
d.f.
respectively, therefore their joint probability differential is given by the
compound probability theorem as

dP(XF,X3) = dP(X{)dP(X3 )

1

ng
22

_ e‘lez(xf)(%)"ld(xf).ﬁe_%%(xf)(%)_ld(xzz)
r(Tl) F(72)

X1 nz
_ S (3 o) D ae2yaoe)

o)

2
Now, letu = —12 nd v = XZ. Then X2 = uv and X2 = v. Thus, the

Jacobian is glven by

a(x1rxz |

a(u V)
Thus, the joint distribution of random Varlables U and V becomes
dG(u,v)

_(+wv
IR S S = TSNS
2 r(Pr(F)
2 (_(1+u)v)
1

_ 7w Z V)T dwdw)

(my+ny) nq n,
22T (F)r(F)
Integrating w.r.t. v over the range 0 to co, we get the marginal
distribution of U as

dG,(u) = JoodG(u, V)
0
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X-[o e 2 (v)(nlJZrn2 1)dv

B uM/2-1 r (%)

T o) N m, du X (1 + w)m+n2)/2
2z r()r(3)
1 y (/-1
X
m Ny 1+ u)(Mitnz)/2
B(z.7) +w
xi

. n n .
Hence U == isaf, (—1,—2) variate.
X2 2’2

du, 0 <u < oo,

Theorem 12.5.2: If X2 and X? are two independents X 2-variates

with n; and n,d.f. respectively, then
2

U=—-%

XE+ X7

Are independently distributed, U as f3; (%, %) variate and V as  X2-
variates with (n; + n,)d.f.

and V = X? + X}

Proof: As we discussed in previous theorem
arP(Xt, X%)

_ 1 e—(xl erxz)(xlz)(%)-l(xg)(%)‘ld(xf)d(xf),

) )
0< XX} <o

Now, letu = lez ~andv = X + X2. Then X? = uv and X} =
X2+X2

v—XZ=(01—-ww.

As X% and XZboth range from 0 to oo, therefore u ranges from 0 to 1

and v from 0 to 0. And the Jacobian is given by
_a(xlz.xzz)_|v u
- o(u,v) “l=v 1-u

Thus, the joint distribution of random variables U and V becomes

=
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d6(u,v) = s 1n1 - ez ()P
2z r(3)r(3)

— W)@ d@dw)

1 ng
= W@ a
S
- u)(nZ_z)_ e Zv(v)(n1 )dudv
r(m)

(u)(%_l) 1- u)(%)_ldu

X e
(n1+np)
) il F(m ;nz)

Since the joint probability differential of U and V' is the product of
their respective probabitlity differentials, U and V are independently
distributed, with

1

dG,(v) =

u(nl/Z)—1(1 _ u)(nz/Z)—ldu, o<u<i

exp (— ;) v[#]_l dv,

0<v<ow

2(natnz)/2 T (#)

i.e, Uasap (%,%) variate and V as a X ?—variate with (n; + n,)

d.f.
Remark 12.5.3 On the basis of above we have following remarks:
If X~X?2 (nl)andY~X (nz)are independent chi-square variates then:

@) X+Y~X? (ny+ny)> hence the sum of two independent
chi-square variates is also a chi-square variate.
(i1) % ~ [ (%, %), hence the ratio of two independent chi-

square variates is a [3, variate.

Theorem 12.5.4In a random and large sample,

5 zk: (n; — np;)?
B i=1 i ’

Follows chi-square distribution a_pproximately with (k — 1) degrees of
freedom, where n;is the observed frequency and np; the corresponding
expected frequency of the ith class, (i = 1,2, ... k), ¥ n; = n.

Proof. Let us consider a random sample of size n, whose members
are distributed at random in k classes or cells. Let p; be the probability
that sample observation will fall in the ith cell,(i = 1,2, .... k). Then
the probability P of there being n; members in the ith cell,(i =
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1,2, .... k) respectively is given by the multinomial probability law, by
the expression
n!
b= ny! nyla. my !p1"1 P2 P
whereY ¥ n; =n and Y5, p; =1
If n is sufficiently large so thatn;, (i = 1,2, ....., k) are not
small then by Stirling’s approximation to factorials for large n, which
is

1
lim,e(n!) = V2w e " ™2, we get

1
-n ,n+5 n n n
VZ2mre " n 2 y P2 LLp Ttk

~ +/ kp—(Mq+ny+---..4n 1 1 1
( 27-[) e ( 1 2 k) n1n1+2 n2n2+2 s lenk+2

1 1 1
(npl)nﬁz (e (e

ny n; Nk

=~ _ 1
(m)k Y- ptn +nk+( )(Plpz Pi)2

~Cﬂ( o

where C = o D70 1) R RLE is a constant, independent of

n; ’S.
therefore,

1 Ai
logP ~log C +Y  (n; + p, 10g(n_i)'

L 1 A
logP/C = Z(ni +-) log(—),
= 2 ni

where 1; = nP; is the expected_frequency for the ith cell, i.e.,
E(Tli) = nPi:/L', (l = 1,2, k)

-y
Define L
S

so that n; _/11' = fl\/z = n; = /11' + El\/z
This implies that

log(P/C) ~ Tiea (% -+ /i +3) log [z?ﬁ]
Kk
1
~ Z(Ai + &4+ —)log[l/{l + &/}

Z(A + 6T+ logl{1+ VD]

Further, if we assume that &; is small compared with A4;, the expansion
of logl+ (Ei/\/_~) in ascendmg powers of El/\/_i is valid.

log(PIC) =~ = iy (A + 6T+ 24:) [ 240+
0 (1/4°)|
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~ —i [fiﬁi —% &’ +0 (1/15”2)].

Neglecting higher powers of fi\/ﬂ_i if &; is small compared with 4;.
1
Since n is large, so is A; = nP;. Hence O (Ai_E) — 0 for large n.

Also Th, &2 ~ T (i —2) =3 — B A
"‘21:1”1 nZz:lpl_n_n—O (~Xn =
n,ZPL=1)

---Log<P/C)z—[ G ST, &R 40 (l_ )]z

_‘Z =1 fl
1
=P~ Cexp (_5 1 fiz)

Which shows that &;, (i = 1,2,...k) are distributed as independent
standard normal Varieties

Hence k&2 =Yk [(nlll 0 ],

Being the sum of the squares of k independent standard normal
variates is a X ?variate with (k — 1) d.f., one d.f. being lost because of

the linear constraint
k

Z fi\/Ti:Z(ni_Ai) =0 =>Zk:ni =Zk:/1i

i=1 i=1 i=1

Remarks 12.5.5(i). If 0; and E;(i = 1,2, ..., k), be a set of observed
and expected frequencies then

Z[“’ o ZO —ZE)

Follows chi-square d1str1but10n with (k — 1) degree of freedom.
Another convenient form of this formula is as follows

k 2 2 k
, 0,2 — E;> — 20,E;
e [P (v an
i=1 L i=

WhereY¥_, 0; = ¥ | E; = N (say), is the total frequency.

(ii)). Conditions for the Validity of X?-test: X2-test is an
approximate test for large values of n. For the validity of chi-square
test of ‘goodness of fit' between theory and experiment, the
following conditions must be satisfied:

a) The sample observations should be independent.
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b) Constraints on the cell frequencies, if any, should be linear,
e.g.,Zni = 2/11 OI'Z Oi = ZEL

c) N, the total frequency should be reasonably large, say, greater
than 50.

d) No theoretical cell frequency should be less than 5. (The chi
square distribution is essentially a continuous distribution but it
cannot maintain its character of continuity if cell frequency is
less than 5). If any theoretical cell frequency is less than 5, then
for the application of X ?-test, it is pooled with the preceding
or succeeding frequency so that the pooled-frequency is more
than 5 and finally adjust for the degree of freedom lost in
pooling.

e) It may be noted that the X2-test depends only on the set of
observed and expected frequencies and on degrees of freedom
(d. f.). It does not make any assumptions regarding the parent
population from which the observations are taken. Since
X?defined in (13.8) does not involve any population
parameters, it is termed as a statistic and the test is known as
Non-Parametric Test or Distribution-Free Test.

f) Critical Values. Let X,,%(a)denote the value of chi-square for
n.d. f. such that the area to the right of this point is q, i.c.,

P[X%> X ()] =«

v(lf

Critical value =

1/ Rejection . -
Acceptance P>, ‘region(a)

Fe GO0 . 31

@ g =

The value X,*(a)defined in previous equation is known as the
upper (right — tailed) a-point or Critical Value or Significant
Value of chi-square for n degree of freedom and has been
tabulated for different values of n and « in Table VI in the
Appendix at the end of the book. From these tables we observe
that the critical values of X2 increase as n (d.f.) increases and
level of significance (o) decreases.

12.6. APPLICATION OF CHI-SQUARE (TEST IN CHI-
SQUARE):-

Chi-square Test for Population Variance. Suppose we want to test if
a random sample x;, (i = 1,2,...,n) has been drawn from a normal
population with a specified variance 62 = g¢, (say).

Under the null hypothesis that the population variance is 62 = o§ , the
statistic
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Z[(x—x) _ 2 G x)? 1x) _ns?
- =

Follows chi-square distribution Wlth (n —1d.f.

By comparing the calculated value with the tabulated value of y? for
(n—1)d.f. at certain level of significance, (usually 5% ), we may
retain or reject the null hypothesis.

Remarks 12.6.1 (i). The above test can be applied only if the
population from which sample is drawn is normal.
(ii). If the sample size n is large (> 30), then we can use Fisher’s

approximation

V2x2~N(HV2n-1, 1)
ie., Z=2xy2—V2n—-1~ N(0,1)
And apply Normal Test.

Note on Degrees of Freedom (d.f.) The number of independent
variates which make up the statistic (e.g.,x?) is known as the degrees
of freedom (d.f.) and is usually denoted by v. The number of degrees
of freedom, in general, is the total number of observations less the
number of independent constraints imposed on the observations. For
example, if k is the number of independent constraints in a set of data

of n observations then v = (n — k). Thus, in a set of n observations
usually, the degrees of freedom for y? are (n — 1), one d.f. being lost
because of the linear constraint );; 0; = );; E; = N, on the frequencies.
If ‘r’ independent linear constraints are imposed on the cell
frequencies, then the d.f. are reduced by ‘r’. In addition, if any of the
population parameter(s) is(are) calculated from the given data and used
for computing the expected frequencies then in applying x? — test of
goodness of fit, we have to subtract one d.f. for each parameter
calculated. Thus if ‘s’ is the number of population parameters
estimated from the sample observations (n in number), then the
required number of degrees of freedom for y? — test is (n — s — 1) .If
any one or more of the theoretical frequencies is less than 5 then in
applying, y2 — test we have also to subtract the degrees of freedom
lost in pooling these frequencies with the preceding or succeeding
frequency (or frequencies). In a r X s cotingency table, in calculating
the expected frequencies, the row totals, the column totals and the
grand totals remain fixed. The fixation of 'r’ column totals and ‘s’ row
totals impose (r + s) constraints on the cell frequencies. But since
"_1A; = X1_1(B;) = N. The total number of independent constraints
is only (r + s —1). Further, since the total number of the cell-
frequencies is r X s, the required number of degrees of freedom is
v=rs—(r+s—-1)=@r—-1)(—-1).

Chi — square Test of Goodness of Fit. A very powerful test for
testing the significance of the discrepancy between theory and
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experiment was given by Prof. Karl Pearson in 1900 and is known as
“Chi-square Test of Goodness of fit.” It enables us to find if the
deviation of the experiment from theory is just by chance or is it really
due to the inadequacy of the theory to fit the observed data.If 0;, (i =
1,2,...,n) is a set of observed (experimental) frequencies and E;(i =
1,2,3,...,n) is the corresponding set of expected (theoretical or
hypothetical)

Frequencies, then Karl Pearson’s chi-square, given by

o= Z [(Oi ;iEi)Z], ( ZOi _ Zn;‘Ei)

i=

Follows chi-square distribution with (n — 1)d. f.

Chi-square Probability Curve

0.5

I
© DA WD

0.4t

0.3 1

|
;o T o

0.2+

0.11

0.0 . : : : : : ; }

Fig 12.6.1
Ref: https://en.wikipedia.org/wiki/Chi-
squared_distribution#/media/File:Chi-square pdf.svg
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Check Your Progress

1) In Chi-Square test the sample observations should be..............

2) No theoretical cell frequency should be less than..........

3) A researcher asked 933 people what their favourite type of TV programme
was: news, documentary, soap or sports. They could only choose one answer.
As such, the researcher had the number of people who chose each category of
programme. How should she analyse these data? (i) t-test (i) One-way

analysis of variance (iii) Chi-square test (iv ) Regression
4) Chi-square is used to analyse:
(1) Scores (ii)Ranks (iii) Frequencies (iv)Any of these
5) On which of the following does the critical value for a chi-square statistic
rely?

(1) The degrees of freedom (ii)The sum of the frequencies (iii) The row
totals(iv) The number of variables

12.7.SOLVED EXAMPLES: -

Example12.7.1: It is believed that the precision (as measured by
variance) of an instrument is no more than 0.16. Write down the null
and alternative hypothesis for testing this belief. Carry out the test at
1% level, given 11 measurements of the same subject on the
instrument:

2.5,23,24, 23,25, 27,25, 2.6, 2.7, 2.5.

Solution. Null Hypothesis, Hy, = 6% = 0.16
Alternative hypothesis: Hy: 62 > 0.16

COMPUTAION OF SAMPLE VARIANCE

X X-X (x-X)°
25 20.01 0.0001
23 021 0.0441
24 0.11 0.0121
23 021 0.0441

Department of Mathematics
Uttarakhand Open University Page 231




ADVANCED STATISTICS MAT 503
2.5 -0.01 0.0001

2.7 0.19 0.0361

2.5 -0.01 0.0001

2.6 0.09 0.0081

2.6 0.09 0.0081

2.7 0.19 0.0361

2.5 -0.01 0.0001

— 276 —\2

X =—r =251 Z(X—X) =0.1891

Under the null hypothesis Hy: 0% = 0.16, the test statistic is:

—2

ns? X—X 0.1891

—_— = 2 ( ) = =1.182
o2 o2 0.16

2

Which follows y2-distribution with d.f. (11 — 1) = 10.

Since the calculated value of y? is less than the tabulated value
23.2 of x? for 10 d. f. at 1% level of significance, it is not significant.
Hence H, may be accepted and we conclude that the data are
consistent with the hypothesis that the precision of the instrument is
0.16.

Example 12.7.2 To sample polls of votes for two candidates
A and B for a public office are taken, one from among the residents of
rural areas. The results are given in the table. Examine whether the
nature of the area is related to voting preference in this election.

Votes for Area A B Total
Rural 620 380 1000
Urban 550 450 1000
Total 1170 830 2000

Solution. Ina 2 X 2 contingency table, d.f.=2-1)2—-1) =
1,Under the null hypothesis that the nature of the area is independent
of the voting preference in the election, we get the observed
frequencies as follows:

(1170 x 1000) _ (830 x 1000)

E(620) = —— s 585, E(380) = — >
— 415,
£(550) = (1170 X 1000) _ P (830 x 1000)
=T 2000 = ooy an = 2000
=415,
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e-3fe]

_ (620 — 585)? . (380 — 415)2 . (550 — 585)2

585 415 585
(450 — 415)2

415
—352[1+1+1+1]
N 585 415 585 415

= 1125[2 x 0.002409 + 2 x 0.001709] = 10.0891
Tabulated  x&os for (2 —1)(2—-1)=14d.f. is3.841.  Since
calculated y? is much greater than the tabulated value, it is highly
significant and null hypothesis is rejected at 5% level of significance.
Thus, we conclude that nature of area is related to voting preference in
the election.

Example 12.7.3 Test the hypothesis that ¢ = 10, given that s =
15 for a random sample of size 50 from a normal population.

Solution . Null Hypothesis, Hy: ¢ = 10.

2
We are given n =50, s=15 « y? = % = 50x229) _ 4495
o 100
Since nis large, using (13.14a), the test statistic is Z = /2% —
VZn—1 ~ N(0, 1).Now, Z =~/225 — /99 = 15 — 9.95 =

5.05.Since |Z| > 3, it is significant at all levels of significance and
hence H, is rejected and we conclude that o # 10.

Example 12.7. 4 The following figures show the distribution of digits

in numbers chosen at random from a telephone directory. Test whether
the digits may be taken to occur equally frequently

Digits: C 1 2 3 4 5 & 7 2 9 Total

Frequency: 1026 1107 957 365 1073 %33 1107 572 564 833 10,000

Solution. Here we set up the null hypothesis that the digits occur
equally frequently in directory.

Under the null hypothesis, the expected frequency for each of the digits

01,2..9is % = 100. The value of y? is computed as follows:
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CALCULATIONS FOR y?
Digits | Observed Expected (0-E)* | (0-E)?
Frequency (O) | Frequency (E) E
0 1026 1000 676 0.676
1 1107 1000 11449 11.449
2 997 1000 9 0.009
3 966 1000 1156 1.156
4 1075 1000 5625 5.625
5 933 1000 4489 4.489
6 1107 1000 11449 11.449
7 972 1000 784 0.784
8 964 1000 1296 1.296
9 853 1000 21609 21.609
Total | 10,000 10,000 58.542

_ 2
a oy = Z [%} = 58.542

The number of degrees of freedom = 10 — 1 = 9, (since we are given

10 frequencies subjected to only one linear constraint (3} 0 = ), E =
10,000).

The tabulated x& o5 for 9 d. f. =16.919
Since the calculated y? is much greater than the tabulated value, it is
highly significant and we reject the null hypothesis. Thus, we conclude

that the digits are not uniformly distributed in the directory.

Example 12.7.5. The following table gives the number of aircraft
accidents that occur during the various days of the week.

Days: Sun. Mon. Tues. Wed. Thus. Fri. Sat.

No. of Accidents: 14 16 8 12 11 9 14

(Given: The values of chi-square significant at 5, 6, 7, d. f. are
respectively’11.07, 12.59, 14.07 at the 5% level of significance.)

Solution. Here we setup the null hypothesis that the accidents are
uniformly distributed over the week.Under the null hypothesis, the
expected frequencies of the accidents on each of the days would be:

Days: Sun. Mon. Tues. Wed. Thus. Fri. Sat.
Total No. of Accidents 14 16 8 12 11 9 14
No. of Accidents: 12 12 12 12 12 12 12 84
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Therefore, y? = 222 )? @61 )P | (8-12)? | (12-1)%  (1-1 )
12 12 12 12 2
(9-12)2 = (14-1 )?
+
12 12

This implies thaty? = %(4 +16+16+0+14+9+4) = % =417
The number of degrees of freedom = Number of observations- Number
of independent constraints =7 —1 =6. The tabulated y3,5 for
6d.f. =12.59. Since the calculated y? is much less than the
tabulated value, it is highly insignificant and we accept the null

hypothesis. Hence, we conclude that the accidents are uniformly
distributed over the week.

Example 12.7.6: The theory predicts the proportion of beans in the

four groups A, B,Cand D should be 9: 3: 3:1. In an experiment
among 1600 beans, the numbers in the four groups were

882, 313, 287 and 118. Does the experimental result support the
theory?

Solution. Null Hypothesis: We set up the null hypothesis that the
theory fits well into the experiment, i.e., the experimental results
support the theory.

Under the null hypothesis, the expected (Theoretical) frequencies can
be computed as follows:

Total number of beans = 882 + 313 + 287 + 118 = 1600
These are to be divided in the ratio 9: 3:3:1

9 3
~ E(882) = 16 x 1600 =900, E(313) = 16 X 1600 = 300

3 1
E(287) = 7= 1600 = 300, E(118) = 1600 = 100

3o

(882 —900)> (313 —300)?> (287 —300)> (118 —100)2
B 900 * 300 * 300 100

= 0.3600 + 0.5633 + 0.5633 + 3.2400 = 4.7266
d.f. =4 —1=3, And tabulated y3,s for3d.f. =7.815
Since the calculated value of y? is less than the tabulated value, it is
not significant. Hence the null hypothesis may be accepted at 5% level
of significance and we may conclude that there is good correspondence
between theory and experiment.

Example 12.7.7: (2 X 2 contingency table). Fora 2 X 2 table,
a b

c d

Prove that chi-square test of independence gives
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(N(ad — bc)?)

‘= a+o)b+d)a+b)c+d)’

X N=a+b+c+d..(13.18)

Solution. Under the hypothesis of independence of attributes,
E(a) = (atb)(atc) , E(b) — W’ E(C) _ (a+c)(c+d)

N N N
(b+d)(c+ad)

E(d) = -

a b atb

c c ctd

atc b+d N

,  la—E@]? N [b — E(b)]? N [c — E(0)]?
A E(b) E(c)
[d — E(d)]? )

E(d)
a_E(a):a_(a+b3V(a+c)
_ (ala+b+c+d)—(a®+ac+ab+bc)) (ad —bc)
R N N

Similarly, we will get
d—>b d—b>b
b—EDb) = _(aN—C): c—E();d — E(d) :(aN—C)

Substituting these values, we get
(ad —bc)?1 1 1 1 1
= [ + + +
N? E(a) E(M) E(c) E()
_ (ad — bc)? [{ 1 N 1 }
B N2 (a+b)la+c) (a+b)b+d)

2

1 1
+{(a+c)(c+d)+(b+d)(c+d)}]
_ (ad - bc)? b+d+a+c b+d+a+c
ST @ e o0+ @ o+ Db+ d)
—(ad—bc)z[ c+d+a+b
B (a+b)la+c)(b+d)(c+d)
B N(ad — bc)?
T (a+b)a+c)b+d)(c+d)
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12.8 SUMMARY: -

This unit has presented about of chi square tests. In this unit
we discussed M.G.F of Chi-square (y?) Distribution. Theorems on
Chi-square (y2) distribution is also explaining in this unit. In this unit
we also demonstrate the use of the chi-square distribution to conduct
tests of (i) Goodness of fit, and (ii) Independence of attributes.

12.9 GLOSSARY:-

(i) Chi-Square Distribution: A kind of probability distribution,
differentiated by Chi-Square Test their degree of freedom, used to test
a number of different hypotheses about variances, proportions and
distributional goodness of fit.

(ii) Expected Frequencies. The hypothetical data in the cells are
called as expected frequencies.

(iii) Goodness of Fit. The chi-square test procedure used for the
validation of our assumption about the probability distribution is called
goodness of fit.

(iv)Observed Frequencies: The actual cell frequencies are called
observed frequencies.
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12.12 TERMINAL QUESTIONS:-

TQ1.A survey of 320 families with 5 children each revealed the
following distribution:

No. of boys: 5 4 2 2 1 0
No. of girls 0 1 2 2 4 5

No. of families: 4 56 110 B3 40 12

Is this result consistent with the hypothesis that male and female births
are equally probable?

TQ 2.A random sample of students of Bombay University was selected
and asked their opinions about ‘autonomous colleges’. The results are
given below. The same number of each sex was included within each
class-group. Test the hypothesis at 5% level that opinions are
independent of the class groupings:

Class Numbers Total
Favoring Opposed
autonomous autonomous
colleges colleges
First Yr. 120 80 200
B.A/B.Sc¢/B.Com
First Yr. 130 70 200
B.A/B.Sc¢/B.Com
First Yr. 70 30 100
B.A/B.Sc¢/B.Com
M.A./ M.Sc./M.Com 80 20 100
Total 400 200 600
12.13 ANSWER

Answer of Check your progress Questions:-

CYQ 1: Independent
CYQ2:5
CYQ3: Chi-Square test .
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CYQ 4:Frequencies
CYQ 5The degrees of freedom.

Answer of Terminal Questions:-

TQ 1.The null hypothesis of equal probability for male and female
births is accepted.

TQ 2.We conclude that the opinions about autonomous colleges are
dependent on the class-groupings.
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UNIT 13:- TEST IN SAMPLING

CONTENTS:

13.1. Introduction

13.2. Objectives

13.3. t-distributions.
13.4. F-Distribution

13.5. z-Distribution

13.6. Solved Examples
13.7. Summary

13.8. Glossary

13.9. References

13.10 Suggested Readings
13.11 Terminal Questions
13.12 Answers

13.1 INTRODUCTION:-

In previous unit we have defined Chi-Square Distribution and it’s
properties now in this unit we are explaining about t-distributions, F-
distributions and z-distributions.

In statistics, the z-distribution was first derived as a posterior
distribution in 1876 by Helmert and Liiroth. The t-distribution also
appeared in a more general form as Pearson Type IV distribution
in Karl Pearson's 1895 paper. In the English-language literature, the
distribution takes its name from William Sealy Gosset's 1908 paper
in Biometrika under the pseudonym "Student". It became well known
through the work of Ronald Fisher, who called the distribution
"Student's distribution" and represented the test value with the letter ¢.

The F distribution was tabulated and the letter introduced by G.
W. Snedecor. Fisher’s z-Distribution was first described by Ronald
Fisherin a paper delivered at the International Mathematical
Congress of 1924 in Toronto. Nowadays one usually uses the F-
distribution instead.
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13.2.0BJECTIVES:-

After studying this unit learner will be able to:

1. Solve the problem related to t-distributions, F-Distribution
and z-Distribution.

2. Discuss the important properties of t-distributions, F-
Distribution and z-Distribution.

3. Analyze the application of t-distributions, F-Distribution and
z-Distribution.

4. Explain the basic concept of t-distributions, F-Distribution
and z-Distribution.

13.3.t -DISTRIBUTION(STUDENT’S):-

Let x;, (i = 1,2,...,n) be a random sample of size n from a normal
population with mean x and variance o2. Then Student's t is defined
by the statistic

b = e e (13.3.1)

_ 1 .
where X = ;Z?ﬂ x;, 1s the sample mean and

is an unbiased estimate of the population variance o2, and it follows
Student's ¢-distribution with v = (n — 1) d.f. df. with probability
density function.

6 = — !

1 vy (12’
WwB(z7) [1+4]

—O <t <O (13.3.2)

Remark 13.3.1. A statistic t following Student's t -distribution with
d. f. will be abbreviated as t~t,,.

Remark 13.3.2.1f we take v = 0 in (13.5.2), we get
FO) = 1 1 1 1
501

G) T
<o ()=l
which is the p.d.f. of standard Cauchy distribution. Hence v =1,
Student’s t-distribution reduces to Cauchy distribution.

)-(1+tz>=;-m;‘°°<t

Applications of t -distributionThet -distribution has a wide number
of applications in Statistics, some of which are enumerated below.
)] To test if the sample mean (k) differs significantly from
the hypothetical value p of the population mean.
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(i)  To test the significance of the difference between two
sample means.

(iii))  To test the significance of an observed sample correlation
co-efficient and sample regression coefficient.

(iv)  To test the significance of observed partial and multiple
correlation coefficients. In the following sections we will

discuss these applications in detail, one by one.

t-test for Single Mean. Suppose we want to test :

1. if a random sample x;, (i = 1,2,...,n) of size n has been
drawn from normal population with a specified mean, say
Ho, OT

ii. if the sample mean differs significantly from the

hypothetical valueH,of the population mean.
Under the null hypothesis Hy:

(i) The sample has been drawn from the population with mean p,
or

(i1) There is no significant difference between the sample mean x
and the population mean p,

the statistic t = J’% ......................................... (13.5.3)

_ 1
where X = ;Z?zlxi and

S2 =23 (% — )2 e e . (13.5.4)

n-—1

follows Sudent’s t —distribution with (n — 1)d. f.

We now compare the calculated value of t with the
tabulated value at certain level of significance. If calculated
|t| > tabulated ¢, null hypothesis is rejected and if calculated
|t| > tabulated t,H, may be accepted at the level of
significance adopted.

Assumptions for Student's t-test. The following assumptions are
made in the Student's t-test:

(i) The parent population from which the sample is drawn is normal.

(i1) The sample observations are independent, i.e., the sample is
random.

(iii) The population standard deviation ¢ is unknown.

Paired t-test For Difference of Means. Let us now consider the case
when (i) the sample sizes are equal, i.e. ,n; = n, = n(say), and (ii)
the two samples are not independent but the sample observations are
paired together, i.e., the pair of observations (x;,y;). (i = 1,2,...,n)
corresponds to the same (ith) sample unit. The problem is to test if the
sample means differ significantly or not.
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For example, suppose we want to test the efficacy of a
particular drug, say, for inducing sleep. Let x;andy;, (i = 1,2,...,n)
be the readings, in hours of sleep, on the ith individual, before and after
the drug is given respectively. Here instead of applying the difference
of the means test discussed in above, we apply the paired t-test given
below.

Here we consider the increments, d; =x;—y;, (=
1,2,...,n).

Under the null hypothesis, H; that increments are due to
fluctuations of sampling, i.e.,, the drug is not responsible for these
increments, the statistic.

_ d
B s/Nn
Where d = %2?21 d; and S? = ﬁ m(d - cf)z. Follows
Student’s t —distribution with (n — 1)d. f.

t

Check Your Progress

1. The population ........................... is unknown in t — test.

2. The sample observations are ...................

13.4. F-DISTRIBUTION:-

If X and Y are two independent chi-square variates with

v; and v, d.f. respectively, then F — statistic is defined by

X

2

Y

v,

In other words, F is defined as the ratio of two independent chi-square
variates divided by their respective degrees of freedom and it follows
Snedecor’s F-distribution with (v, v,) d.f. with probability function

given by

F =

Remarks 13.4.1. The sampling distribution of F — statistic does not
involve any population parameters and depends only on the degrees of
freedomv, and v,.

A statistic F following Snedecor’s F -distribution with (v, v,) d.f.
will be denoted by F ~ F(vq, v3).
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Application of F- distribution:

F-test for Equality of Population Variances. Suppose we want to
test (i) whether two independent samples
x, (i =12,..,n) and y; (j = 1,2,...,n,) have been drawn from the
normal populations with the same variance o2 , (say), or (ii) Two
independent estimates of the population variance are homogeneous, the
statistic F is given by

SZ
F==
53
1 — 1 —
Where S§ = EZ?:H(?Q —%)? and S} = mzyﬁl(% - y)?

Are unbiased estimates of the common population variance o2
obtained from two independent samples an dit follows Snedecor’s F-
distribution with (v, v,) d. f.[ where[v; = n; — 1l and v, = n, — 1].

2
Remark 13.4.2. In F = “;—’égreater of the two variances S,z and S,z is
y

to be taken in the numerator and n; corresponds to the greater

variance. By comparing the calculated value of F obtained by using
2

F = j—’;for the two given samples with the tabulated value of F for
y

(nyn,) df. at certain level of significance(5% or 1%), H, is either

rejected or accepted.

Critical values of F- distribution. The available F-table (given in the
Appendix at the end of the book) give the critical values of F for the
right tailed test, L.e., the critical region is determined by the right-tail
areas. Thus, the significant value F,(nq,n,) at level of significance a
and (n4,n,)d. f. is determined by

P[F > Fy(ny,n3)] = a,

CRITICAL VALUES OF F-DISTRIBUTION
P (F)

Critical value

Rejection
region («)

Acceptance
region(1-«)-

F

Fa.(n1 »nz)
Remark 13.4.3 Z-distribution tends to normal distribution with mean
1/1 1 . 1/1 1
= (— - —) and variance - (— + —), as v; and v, become large.
2 20 2] 2 20 Vo

Relation Between t-Distribution and F- distribution. A relation is
derived between the percentile points of a t-distribution with n degrees
of freedom and those of an F-distribution with n and n degrees of
freedom. In effect, the t-percentiles can be obtained by a simple
transformation from the "diagonal" entries of an F-table.
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Relation Between F-Distribution and Chi-square (x?)
Distribution

In F(vq,v,).distribution if we get v, — oo, then y v, F(vy,v,)
folllows Chi-square (y2) distribution with v; degree of freedom.Both
the F-distribution and the chi-square distribution are positively skewed
distributions.

2:

Check your Progress
3.F-Distribution is defined as the ratio of two independent ................

4. Which of the following distributions is Continuous?
a) Binomial Distribution

b) Hyper-geometric Distribution

c¢) F-Distribution

d) Poisson Distribution

5. F-Distribution cannot take negative values. True\False

13.5 FISHER’S Z -TRANSFORMATION:-

To test the significance of an observed sample correlation coefficient
from an uncorrelated bivariate normal population, t-testis used. But in
random sample of size n, from a bivariate normal population in which
p # 0, Prof. R.A. Fisher proved that the distribution of 'r’ is by no
means normal and in the neighborhood of p = 41, its probability

curve is extremely skewed even for large n. If p # 0, Fisher
suggested the following transformation

1 1+ _
Z =-Log, (1—_:) = tanh™r

and proved that even for small samples, the distribution of Z is
approximately normal with mean

1 1+ -
§ =;log, 1= = tanh™'(p)

and variance and for large values of n, say>50, the

1
_3)
approximation is fairly good.
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Application of z-transformation:

To test if an observed value of ‘r’ differs significantly from a
hypothetical value p of the population correlation coefficient.
Hy: There is no significant difference between r and p. In other words,
the given sample has been drawn from a bivariate normal population
with correlation coefficient p.
If we take Z = lLoge (ﬂ) and & = lloge e
2 1-r 2 1-p
1
Then under Hy, Z ~ N (E, E)
@) _ N(0,1).

1

n-3
Thus if (Z—-&+Vvn—3>1.96, H, is rejected at 5% level of

significance and if it is greater than 2.58, H,, is rejected at 1% level of
significance.

1e.

13.6. SOLVED EXAMPLES:-

Example 13.6.1. A machinist is making engine parts with axle
diameters of 0.700 inch. A random sample, of 10 parts shows a mean
diameter of 0.742 inch with a standard deviation of 0.040 inch.
Compute the statistic you would use to test whether the work is
meeting the specifications. Also state how you would proceed further.

Solution. Here we are given :
1=0. 700 inches, x= 0.742 inches, s = 0-040 inches and n = 10

Null Hypothesis:

Hy: = 0.700, i.e. the product is confirming to specifications.

Alternative Hypothesis, Hy: u # 0.700,

Test Statistic. Under H,, the test statistic is:

. X—u X—U

Jsz/mo \fsz/(n—1)
_ v/9(0.742 — 0.700) _a1s
0.040

Now degree of freedom (d. f.) = 10 — 1 = 9. We will now compare

this calculated value with tabulated value at 9(d. f.) and certain level

of significance say 5%. Let this tabulated value be denoted by ¢,.

~tn-1)

(1) If calculated 't’,viz.,3.15 > t,. It implies that the
value of t is significant. Therefore x differs
significantly from X and u. H, is rejected at this level of
significance and we conclude that the product is not
meeting the specifications.
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(ii) If calculated 't’, viz., 3.15 < t,. It implies that the value
of t is not significant. Therefore X no significant
difference between X and u. and H, is accepted at this
level of significance and we may take the product
conforming to specifications.

Example 13.6.2. The mean weekly sales of soap bars in departmental
stores was 146.3 bars per store. After an advertising campaign the
mean weekly sales in 22 stores for a typical week increased to 153.7
and showed a standard deviation of 17.2. Was the advertising
campaign successful?

Solution. We are given: n = 22, x = 153.7, s =17.2,
Null Hypothesis. The advertising campaign is not successful, i.e..
Hy: p= 146.3
Alternative Hypothesis. H;: p> 146-3.(Right-tail).
Test Statistic. Under the null hypothesis, the test statistic is:
X TR e =t
\/m _ 1) 22-1 21
_ 153.7-1463 _ 7.4x21 _ 903

J(@7.2)2/21 17.2
Conclusion. Tabulated value of t for 21 df. at 5% level of
significance for single-tailed test is 1.72. Since calculated value is
much greater than the tabulated value, it is highly significant. Hence
we reject the null hypothesis and conclude that the advertising
campaign was definitely successful in promoting sales.

Now

Example 13.6.4.Samples of two types of electric light bulbs were
tested for length of life and following data were obtained:

Type 1 Type 11
Sample No n, =8 n, =7
Sample Means X, = 1234 hrs. X, = 1,036 hrs.
Sample S.D.’s s; = 36 hrs. S, = 40 hrs.

Is the difference in the means sufficient to warrant that type I is
superior to type Il regarding length of life?

Solution. Null Hypothesis, Hy: iy = Uy, i. € ..., the two types I and IT
of electric bulbs are identical.

Alternative Hypothesis.H,: 1, > Uy, i.e ...type | is superior to type II,
Test Statistic. Under H,, The test statistic is:

Xy — X,
t= T'\'tn1+n2—2 = ty3,
S (=)
Where, $2 = ——— = [S(x; — %2 + 2(x; — %7)?

ni{+n; -2
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1 1
= n, + n, — 2 [nlslz + nZSZZ] = E[S X (36)2 + 7 X 402]
= 1659.08
_ 1234-1036 198 ~
B 1 1, +V1659.08 02679
\/ 1659.08 (8 7)

Tabulated value of ¢ for 13 d. f. at 5% level of significance for right
(single) tailed test is 1-77.[This is the value of ty 1 for 13 d.f. From
two tail tables given in Appendix].

Conclusion. Since Calculated 7’ is much greater than tabulated 7’, it
is highly significant and H, is rejected. Hence the two types of electric
bulbs differ significantly. Further since X7 is much greater than x,, we
conclude that type I is definitely superior to type II.

Example 13.6.5. A certain stimulus administered to each of the 12
patients resulted in the

following increase of blood pressure :

5,2,8,-1,3,0,-2, 1,5, 0, 4 and 6. Can it be calculated that the stimulus
will, in general, be accompanied by an increase in blood pressure?

Solution. Here we are given the increments in blood pressure i.e.,
di(= x;, ).

Null Hypothesis,Hy: i, = 11, i.e., there is no significant difference

in the blood pressure readings of the patients before and after the drug.

In other words, the given increments are just by chance (fluctuations of

sampling) and not due to the stimulus.

Alternative Hypothesis, H;: u, < pu,, i.e, the stimulus results in
an increase in blood pressure.

Test statistic. Under H,, the test statisti is :
d .

~ln-1

s/ n (n-1)

SR VOB S, YA LE

1 (3 ) 1
_ 1_ = 7 (185 — 80.08) = 9.5382

t =

And =32 _258
n 1

d  258x+12 258x3.464

s/Nn /95382 3.09
Tabulated t(gsfor 11d.f. for right-tail test is 1.80.
[This is the value of ¢ty gsfor 11d. f. in the Table for two-tailed test
given in the Appendix]
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Example 13.6.6.Pumpkins were grown under two experimental
conditions. Two random samples of 11 and 9 pumpkins show the
sample standard deviations of their weights as
0.8 and 0.5 respectively. Assuming that the weight distributions are
normal, test the hypothesis that the true variances are equal, against the
alternative that they are not, at the 10% level.[Assume that [P (Flo’g =
3.35) = 0.05 and P(Fg 0 = 3.07) = 0.05. ]

Solution. We want to test Null Hypothesis, Hy: 62 = 0. against the
Alternative Hypothesis,
Hy: 02 # o2.(Two-tailed).

We are given:
n, =11, n, =9, s, =08ands, = 0.5.
Under the null Hypothesis, Hy: g, = g, the statistic

o Sxe

SyZ
Follows F-distribution with (n; — 1,n, — 1)d.f.
Now nysyz = (N — 1)Sx2

ny 11
SXZ = (7’11——1> Sy2 = (E) X (08)2 = 0.704

Similarly, ~ Syz = (%) sy2 = (2) x (0.5)? = 0.28125
0.704

~ 0.28125
The significant values of F for two tailed test at level of significance

a =0.10 are:
F > F10,8 (%) = FIO,B(O'OS) and F > F10,8 (1 - %) = F10,8(0'95)

=25

............ (13.6.6.1)
We are given the tabulated (significant) values:
P[Fios = 3.35] = 0.05 = F;(4(0.05) = 3.35
.............. (13.6.6.2)
Also  P[Fgq0=3.07] = 0.05 = P [Fl <—|=005
8,10 .

= P[Fyos < 0.326] = 0.05 = P[Fo = 0.326] = 0.95
.................... (13.6.6.3)

Hence from (13.6.6.1), (13.6.6.2) and (13.6.6.3), the critical

values for testing Hy: of = oy, against Hy: a7 # 0. At level of

significance a = 0.10 are given by: F>335and F < 0.326 =
0.33 .Since, the calculated value of F(=2.5) lies between

0.33 and 3.35, it is not significant and hence null hypothesis of
equality of population variances may be accepted at level of

significance o = 0.10.

Department of Mathematics
Uttarakhand Open University Page 249



ADVANCED STATISTICS MAT 503

Remark 13.6.7Z-distribution tends to normal distribution with mean

11 1 . 101, 1
- (— - —) and variance - (— + —), as v, and v, become large.
2 \v, %] 2 \v, %]

Example 13.6.8.A correlation coefficient of 0.72 is obtained from a
sample of 29 pairs of observations.

(i) Can the sample be regarded as drawn from a bivariate normal
population in which true correlation coefficient is 0.8?

(i1) Obtain 95% confidence limits for p in the light of the
information provided by the sample.

Solution. (i) H,: There is no, significant difference between r =
0.72; and p = 0.80, i.e., the sample can be regarded as drawn from

the bivariate normal population with p = 0.8.
1 147 147
Here Z = ELoge (;) = 1.1513log, ( )

1-r

— 1.1513 logy, 6.14 = 0.907
1 14p 1+08
£ = 5loge T = 11513 logyo (—) — 1.1513 x 0.9541

2 1-08
=11
11
S.E(Z)== = 7= = 0.196

Under H,, the test statistic is U = i ~ N(0,1)

Vn=3
0,907 —1.100 _ 0985
B 0.196 o

Since |U| < 1.96, it is not significant at 5% level of significance and
H, may be accepted. Hence the sample may be regarded as coming

from a bivariate normal population with p = 0.8.

(111)95% Confidence limits for p on the basis of the information
supplied by the sample, are given by
|U| < 1.96

|Z —&| < 1.96 x

=1.96 X 0.196

= 10.907 — £| < 0.384 = 0.907 — 0.384 < & < 0.907 + 0.384
= 0.523 < ¢ <1.291
+p

1 1
= 0523 <1 (—) <1291
2 %e\1+,

1+p
= 0.523 < 1.1513log;o (1 n p) <1291

0523 _ (1+p> _ 1291
11513 = °810\11,) = 11513
= 0.4543 < log,, (“—Z) < 1.1213.

1+

=
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Now logqg (i:—ﬁ) = 0.4543 and logio (i:—ﬁ) =
14+p

11213 = (—) = Antilog(0.4543) = 2.846 o 0P
1+p 1+p
_ 2.846-1 _ 1.846

Antilog(1.1213) = 13225 p=2"-" ==
0.4799. o p o L322l 222

= =——= 0.86
13.22+1  14.22

13.7.S8UMMARY: -

In this unit we have explained the following three specific
distributions 1) t-distribution ii) F-distribution iii) z-distribution and
explained the use of these distributions as sampling distribution.

13.8. GLOSSARY:-

t-distributions
F-distribution
z-dis tribution
random sample
mean

Variance
Statistic

N R W N~
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13.11.TERMINAL QUESTIONS:-

TQ 13.11.1The heights of 10 males of a given locality are found tobe
70, 67, 62, 68, 61, 68, 70, 64, 64, 66 inches. Is it reasonable to belicve
thatthe average height is greater than 64 inches? Test at 5%
significance level, assuming thatfor9 degrees offreedom P (t > 1.83) =
0-05.

TQ 13.11.2 The heights of six randomly chosen sailors are ininches:
63, 65, 68, 69, 71 and 72. Those of 10 randomly chosen soldiers are61,
62, 65, 66, 69, 69, 70, 71, 72 and 73. Discuss the light that these
datathrow on the suggestion that sailors are on theaverage taller than
soldiers.

TQ13.11.3 Below are given the gain in weight (in 1bs.) of pigs fed on
two diets A and B.

Gain in weight

Diet A : 25, 32, 30, 34, 24, 14, 32, 24, 30, 35, 25

Diet B : 44, 34,22, 10, 47, 31, 40, 30, 32, 35, 18, 21, 35, 29, 22

Test, if the two diets differ significantly as regards their effect on
increase in weight

TQ 13.11.4In one sample of 8 observations, the sum of the squaresof
deviations of the sample values from the sample mean was84.4 and in
theother sample of 10 observations it was 102.6. Test whether this
difference issignificant at 5 percent level, given that the 5 percent point
of F for n; = 7 andn, = 9 degrees offreedom is 3-29.

TQ 13.11.5Two random samples gave the following results:

Sample Size Sample mean Sum of squares
of deviations
from the mean

10 15 90

N | —

12 14 108

Test whether the samples come from the same normal population at
5% level of significance.

{Given:

F0.05(9,11) = 290, F0'05(11,9) = 3.10 (approx.), t0_05(20) =

2.086 and tyy5(22) = 2.07 }.
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13.12 ANSWER:-

Answer of Check your progress:-

CYQL1. Standard deviation o.
CYQ2.Independent.

CYQ3. chi-squarevariates.
CHQ4. F-Distribution
CHQS5.True.

Answer of Terminal Questions:-

TQ 13.11.1.We conclude that average height is greater than 64 inches.
TQ 13.11.2. At 5% level of significance and we conclude that the data
are inconsistent with the suggestion that the sailors are on the average
taller than soldiers.

TQ 13.11.3. Since calculated |t| is less than tabulated ¢, Hy may be
accepted at 5% level of significance and we may conclude that the two
diets do not difer significantly, as regards their effect on increase in
weight.

TQ 13.11.4. Since calculated F < F;,5, Hymay be accepted at 5%
level of significance.

TQ 13.11.5. The given samples have been drawn from the same
normal population.
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UNIT 14:- THEORY OF ESTIMATOR

CONTENTS:

14.1 Introduction

14.2  Objectives

14.3  Point Estimator

14.4  Characteristics of Estimator
14.4.1 Unbiasedness
14.4.2 Consistency
14.4.3 Efficiency
14.4.4 Sufficiency

14.5 Solved Examples

14.6  Summary

14.7  Glossary

14.8  References

14.9  Suggested Readings

14.10 Terminal Questions

14.11 Answers

14.1.INTRODUCTION:-

The theory of estimation was founded by Prof. R.A. In this unit of
our course, we will learn about the theory of estimator. Estimation
theory is a branch of statistics that deals with estimating the values
of parameters based on measured empirical data that has a random
component. The parameters describe an underlying physical setting in
such a way that their value affects the distribution of the measured
data. In this unit we are explaining about estimation theory.

Prof. R.A. Fisher
(1890-1962)
Fig:14.1.1
Ref:
https://en.wikipedia.org/wiki/Ronald Fisher#/media/File:Y oungronald
fisher2.JPG
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14.2.0BJECTIVES:-

After studying this unit learner will be able to:

1. Know more about point estimator.

2. Understand the properties of estimator.

3. Choose relatively best estimator among some estimator of same
parameter.

14.3.POINT ESTIMATOR:-

Let X be random variable describe the population under the
study. i.e., either X has a p.d.f. or p.m.f. The distribution of X may
depend on some unknown parameter ©. Generally we have the case
that distribution of X is known but its parameter is unknown.

For example we have a population random variable X, and we
do have information that this X follows normal distribution (u, **%*),
but parameter y and *** are unknown. Now if we estimate these two
parameter u and *** by picking some sample. Then we can
approximate the information about the given population.

Consider a sample of size n. Let x4, x5, ..., X, be sample values.
And each x;s are independent and identically distributed random
variables, which has the same distribution as that of X. i.e. if p.d.f. of
X is g(x). Then p.d.f. of statistic t=1t(xq,Xxy,..,Xy) I8

Fn X ) = g g(x) o g = (g())".

The above distribution is called sampling distribution of t.We
already know that any function xi,x,,..,x, 1s a statistic t =

n
i=1%i

t(xq, X3, ..., Xp,). In previous unit we saw two statistics X = and

§2 _ B
n-—1
and t, = min(xy, x5, ..., Xp,).

. Some other examples are t; = max(xy, X3, ..., Xp)

If we use any statistic t to estimate the unknown parameter 6, it
is called point estimator of 8.

Now suppose from a sample we have two statistics t; andt, for
the population parameter 6. Then question is: Among the statistics
t;andt,, which one is better estimator for 8?7 Obviously, as a solution
the first criteria comes in mind is that t;is preferrable if modulus of
difference |t; — 0] is less than|t, — 6]. But in most of the case is
unknown. Thus we require some other criterion for selecting better
estimator.
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14.4. CHARACTERISTICS OF ESTIMATOR:-

The following are some of the criteria that should be satisfied by a
good estimator:

(i)  Unbiasedness
(ii))  Consistency
(i1ii))  Efficiency
(iv)  Sufficiency

14.4.1.UNBIASED ESTIMATOR:-

An estimator T,, = T(xl, Xy een we s xn) is said to be an unbiased
estimator of y (@) if

E(T,) =y(0), forall 6 € 0.
We have already seen that sample mean is an unbiased estimator of
population mean.

Example Show that S? which is defined as follows:
52 - 2?=1(xi - f)z
n—1
is an unbiased estimator of population variance 2.

Solution: We know for a random variable Y:

V() =EY? —E(Y)?
Therefore

E(Y)=V(Y)+E(Y)~
Consider a sample with n units x;, x5, ..., X,,. Then we have already
seen that for each i=1,2,...,nE (x;) = u, V(x;) = 0%, E(X) = u,
andV (x) = %2 Thus

E(x;?) =V(x) + E(x;)? = 02 + p2.
And
2

o
E(x?)=V(X) +E(x)?* = — + u?
Now, given statistic is S2:
Yinq (x — %)?

n—1

n L A2 n
E(S?) =E (Zi=1,§": 7 a ) == i TE (Z(xi - f)2>
i=1

This implies that
1
E(S?) = —= EiL[E(q) — E(x)]

n—1
1 o?

_ n 2 2 _ 2
=7 Zi=lo” At ——+pf]

S§? =
Then
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Consequently,
1 o? 1 (n —1)o?
E)=——=3Y" [c*?——|= n = o2
5% n—1 1‘1[ n] n—1 1‘1[ n
ThusS?2is an unbiased estimator of population variance o?.
The following table is list of expectations of some important statistics:

S.N. t E(t)
! X; E(x) =p
2 X E(xX)=u
3 x;2 E(x;?) = 0% + u.
4 %2 o’
E(x?) = —+ p?
nz
5 XX o
' E(le) = 7 + ,le
6 S? E(5?%) = o?
Remark:
1. Unbiased estimator may not be exist for a parameter.
2. There are more than one parameter for given parameter.
3. If t; and t, are unbiased estimator of ©, then for any 0 < k <
1,t = kt, + (1 — k)t, is also an unbiased estimator of ©.
14.4.2.CONSISTENCY:-

An estimator t, = t(xq, X, ..., X,) based on a sample of size n is said
to be consistent estimator of O, if the sequence of statistic, ¢,
converges to O in probability. i.e. we say that ¢, is a consistent
estimator of O, if for every € > 0 andd > 0 there exists a natural
number ny (&, 6) such that

P[|t,—O| <e] >1—-8; Vn = ngy.Inother words,

P[|t, —©| < €] > 1lasn — oo.

As we can see in above definition, consistent estimator will come more
closer to O, if the sample size increases.

Example: For each natural number n, consider x4, x5, ..., X;, be sample
values. For each natural number n, let us denote sample mean by
Z?:lxi

(), = === Then by weak law of large numbers, (X),, converge to |

(population mean). Hence sample mean is a consistent estimator of the
population.

Theorem 14.4.2.1 (Invariance property of consistent estimators): If
t, is a consistent estimator of & and g (@) be continuous function of 8,
then g(t,) is a consistent estimator of g(68).
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14.4.3.EFFICIENT ESTIMATOR AND EFFICIENCY:-

Suppose to estimate a parameter, we have two statistics, both
are unbiased and consistent. Yes, This case may happen. For example,
in sampling from a normal population N(u, 52), when o2 is known,
sample mean X is an unbiased and consistent estimator of u. Therefore,
we need some more criteria to choose a better estimator between the
estimators which are consistent. This criterion is known as efficiency.
The efficiency of estimators is a comparative analysis which is based
on variance of estimators of the sampling distribution. Suppose that,
for a parameter, we have two consistent estimatorst; and t,with
following properties:

Var(t;) < Var(t,),for all sample size.
Then we say that t; is more efficient that ¢,.
For a sampling from a normal population, it is known that Var(x) =

2 2
%and Var(Med) = 1.57 % Hence for normal distribution, sample

mean is more efficient estimator than the sample median for p.

Most Efficient Estimator.Suppose we have set of consistent
estimators for a parameter, and there exists an estimator whose
sampling variance is less than to other estimator from that set. Then
this estimator is called the most efficient estimator among them.
Efficiency Ift*is the most efficient estimator with variance V* and t is
any other estimator with variance V (with V # 0), then the efficiency
E(t) of tis defined as:

E(t) = 7
Remark: For a sampling from a normal population X is the most

efficient estimator of u.
As we seen earlier, for a sampling from a normal population,

2
Var(x) =%and Var(Med) = mo?/(2n). Since X is the most
efficient estimator of y. Therefore

E(Med) = Var(x) _ d°/n _2_0 637

(Med) = Var(Med) mo2/(2n) m
Example: Let t be an estimator. Then show that efficiency 0 <
E(t) <1
Solution: Let V be the variance of estimator t (with V # 0) and t* is
the most efficient estimator with variance V* . Since t is the most
efficient estimator, therefore V* < V. Also, both V* and V are positive
therefore 0 < E(t) < 1.

Minimum Variance Unbiased (M.V.U.) Estimator.

Consider a statistic t = t(xq, X, ..... X, ), based on sample of
size n with following two properties:
1. tis unbiased for 6.
il. t has the smallest variance among the set of all unbiased

estimators of 6.
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Then t is called the minimum variance unbiased estimator
(MVUE) of 8.

The following theorem tell us about uniqueness properties of
MVU estimators.

Theorem14.4.3.1 .An M.V.U. is unique in the sense that if t;and
t, are MVU estimators for 8, then t; = t,, almost surely.

Proof.We are given that
E(t,) =E() =6

And Var(t,) = Var(t,)
Consider a new estimator, t = %(t1 +t,)
Then

B = 5 E(t+ 1) = 5 [E(t) + E()] = 0
Thus t is also an unbiased estimator of 6. And
Var(t) = Var E (t, + tz)] = %Var(tl +t,)
== [Var(t,) + Var(t,) + 2Cov(ty, t;)]
= % [Var(tl) + Var(t,) + Zp\/Var(tl)Var(tz)]

= 2 Var(t)(A + p),

wherep is Karl Pearson’s co-efficient of correlation between t;and
t, . Since t;is MUV estimator, therefore Var(t,;) < Var(t). This
gives

Var(t,) < % Var(t,)(1 + p)

And hence p = 1. Note that if p is Karl Pearson’s co-efficient, then
| p | < 1. Thus in present case we must have p = 1. This implies that
t; and t, have linear relation of the form: t, = a + bt;, where a and
b are constants, independent of sample values x4, x5, ... ... X, but may
depend on parameter 8. Since t, = a + bt,, taking expectation on both
sides we have, 8 = a + b6.
And Var(t,) = Var(a + bt;) = b*Var(t,)

=>b2=1 {=Var(t) =Var(ty)}

=>b=4%1

But here, p = 1. Therefore the coefficient of regression of t; and t,
must be positive. Hence b= 1. This implies that a = 0. Consequently,
we getty = t,.

14.4.4. SUFFICIENCY:-

An estimator is said to be sufficient for a parameter. if it contains all
the information in the sample regarding the parameter. More precisely,
if t = t(xq, %2, .. - X,,) is an estimator of a parameter 6, based on a
sample x4, x5, ... ... Xy, of size n from the population with p.d.f. f(x, 8)
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such that the conditional distribution of xq,x, ... ... X, given t,is
independent of 8, then t is sufficient estimator for 6.

To understand the concept of sufficiency, consider a random
sample x4, x5, ... ... X, from a Bernoulli population with parameter p,
where 0 < p < 1.Clearly each x;'s follows the distribution of
population. Therefore, foreachi = 1,2, ....,n

_( 1, with probability p
= { 0, with probability (1 — p).

Define a statistic t = xq + x,+, ... ... +x,. Then t follows binomial
distribution B(n, p).And hence for 0 < k < n,

P(t=1h) = (i )p L -p)

Further the conditional distribution of (x4, x5, ... ... X,) givent is
Px;Nnx,Nn..Nnx,Nt=k)
P(t =k)
(p*a-pn* 1
4' e~ ()

n
Lo, ifoi;tk
i=1

Since the conditional distribution of (x4, X5, ... ... X,) given t, does not
depend on parameter p, therefore statistic t = )i, x; is sufficient
estimator for parameter p.

P(x; Nx; N ..Nxplt = k) =

Theorem14.4.4.1 Neyman Factorization Theorem.:The necessary
and sufficient condition for a distribution to admit sufficient statistic is
provided by the 'factorization theorem' due to Neyman.
StatementT = t(x) is sufficient for 8 if and only if the joint density
function L (say), of the sample values can be expressed in the form

L =g0[t(x)]. h(x)
where (as indicated) g6 [t(x)] depends on € and x only through the
value of t(x)and h(x) is independent of 8.

Invariance Property of Sufficient Estimator.If T is a sufficient
estimator for the parameter 8 and if ¢(T) is a one to one function of T,
then ¢ (T) is sufficient for ¢ (0).

Fisher-Neyman Criterion. A statistic t; = t,(xq, X3, ... ... Xp) 1S
sufficient estimator of parameter O if and only if the likelihood
function (joint p.df. of the sample) can be expressed as:
LTI f (21, 6)
=g,(t1,0). k(x1, %2, wer o X5)
whereg, (t,,0) is the p.d.f. of statistic t; and k(xq, X5, ... ... X,) is a
function of sample observations only independent of 6. Note that this
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method requires the working out of the p.d.f. (p.m.f) of the
statistict;—t(xq, X3, ... ... X,), Which is not always easy.
Example: Let xq,x,, ... ... x, be a random sample from N(u,o?)
population. Find sufficient estimators for y and o2.
Solution. Let us write

0 =(u,0%);—0 < u< oo, 0<o?<m

1 \" 1
Then, L=[];=; fo (x;) = (a_\/ﬁ) cexp [— 5= Xt (6 — )]

:(0 127r)n - €Xp [_$Z?=1 X2 =20y x; + np?)
=go [t(X)-rfl(X)]
Where gg [t(x)]Z(ﬁﬁ) .exp [— Zi{tl (x) — 2ut, (x) + ny?

t(x)=[t1 (x), t2(x)]=( T x;,% ;%) and h(x)=1
Thus t(x)=X x; is sufficient for p and t,(x)=Y x;2, is

sufficient for a2.

Check your Progress

1. Properties of a good point estimator includes which of the following?
A. Stationarity
B. Efficiency
C. Consistency
D. Neutrality
E. Unbiasedness
Choose the correct answer from the options given below:
i A,BandC only
ii  C,DandE only
iii A, DandE only
iv. B, CandE only
2. A point estimate is a single value used to estimate a population parameter T\F.
3. A point estimate is a range of values used to estimate a population parameter T\F.
4.An interval estimate is a single value used to estimate a population Parameter
T\F.
5.An interval estimate is a range of values used to estimate a population Parameter
T\F.

14.5.SOLVED EXAMPLES:-

Example 14.5.1.Consider a random sample X;,X,,..,X, from a
population which follows Bernoulli distribution with parameter p (i.e.
if X is population variate, then X take the value 1 with probability p
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and the take the value 0 with probability (1 —p). Let t = %xl X

(1 - %) Then ¢ is a consistent estimator of p(1 — p).

Solution. Given that X;,X,,..,X,, are iid Bernoulli r.v. with
parameter p. Here define t; = Y/-; x;. Then t; follows binomial
distribution B(n, p). It is well known that E(t;) = npand Var(t,) =
np(1 — p). Also, in the present case the sample mean is

1w t
)?: —in:—l.
n 4 n

=

This implies that E(X) = % E (t,) =% X np = p and Var (X) =
Var (t;/n) = %.Var (t) = 20p)

_n —_—
From above two equations E(X) - pandVar(X) —» 0, asn — oo.

Therefore, X is a consistent estimator of p. Also we have given that
n oy nox — _ _
t= % X (1 - %) Then t = X(1 — X). Since X is consistent

estimator of p, therefore by the invariance property of consistent
estimators X (1 — X) is a consistent estimator of p(1 — p).

=

Example 14.5.2: Consider a random sample of size 5:
X1,X5,X3,X4,Xs drawn from a normal population with unknown
mean u. Consider the following estimators for population mean u:

. Xy+Xp+X3+X4+Xs
i, =Rt
Xt X,
ii. tz = % +X3
2X; + X X
.ty =—"2—=

3
where A is such that t; is an unbiased estimator of u. Find the value of

A. Find whether t; and t, are unbiased or not. Which estimator is best
among t4, t, and t3 for u, give explanation.

Solution. Let variance of the population is 62. We already know that
E(X) = u,Var(X;) = 0% and Cov (X;,X;) =0, foreach (i #j =

1,2,..,n).
NowE(ty) = F (BH2t¥e) - 2[E(X,) + E(X,) + E(X;) +

E(X4) + E(Xs5)] =§[u+u+u+u+u]=u-

Hence t;is an unbiased estimator of u.Again,

1
B(t) = B (T2 4K, ) = S [EGK) + EOG)] + E(X)

1
=5ltul+u=2p
Thus t,is not an unbiased estimator of u. To find the value of A for
which t; is an unbiased estimator E (t3) = p.This implies

E (2—X1+’;2+7‘X3) = u.Which gives 2E(X;) + E(X;) + AE(X3) = 3pu

ie.2u+u+Au= 3u = A= 0.Now, consider the A = 0. Then
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X1 +X, + X5 +X4+X5)
5

= % [Var(Xy) + Var(X,) + -+ VaT'(Xs)]

Var(t,) = Var(

1 1
=E[02 +0%+0%+0%+ 02 =§az.
Similarly, Var(t,) = Var (% +X3)
1
= ZVar(X1 + X,) + Var(X3)

1
=2 [Var(X,) + Var(X,)] + Var(X3)
= %[02 + 0% +0% = %azandVar(Lg) = Var(

gVar(Xl) + %Var(Xz)

4 1 5
— 2 2 2 2
= —0“+=-0°“==-0"
9 9 9
After the consideration of A = 0, only t; and t; are unbiased
estimator, out of which variance of t; is lesser. Therefore t; is the

best estimator (in between t4, t,and t3) of u.

2X1+X2) _
- =

Example 14.5.3. Consider a random sample of size 3: X;, X,, X3
from a population with mean value p and variance o?. Let
t1, ty, t3be the estimators for y defined as:

t1 =X, + X, — X3, t, = 2X; +3X3 —4X, and t3 = (AX; +

X, +X3)/3

In between ¢y, tyand t;, which are unbiased estimators? For
what value of A 3, is an unbiased estimator for p. And for this
value of A, check that t3 is consistent estimator or not. And finally
decide that, in between t,, ty,and t3, which is the best estimator for

U.

Solution: As we discussed in previous problem, X; X,, X5 is a random
sample from a population with mean p and variance o2, therefore for
each i=12,...,nEX;)=p, Var(X;) = 0% AndCov (Xi,Xj) =
0,(i #j =1,2,....,n).Now to check unbiasedness of t;, t,and ts:

E(t;)) = E(X1) + E(X2) — E(X3) = u+pu—pu=yp. This
implies that, t;is an unbiased estimator of p. E(t,) = 2E(Xq) +
3E(X3) —4E(X;) = 2pu+ 3u — 4u = uHence t, is also an unbiased
estimator for p.For the value of A we are given that E(t3) = p.i.e.

é[AE(Xl) + E(X,) + E(X3)] = wWhich further gives tha% [An+
u+ p] = p= A= 1.Thus, for A = 1t; is an unbiased estimator.Now
for A=1,t; = % = X. i.e. t; is sample mean. And by Weak
Law of Large Numbers, we already know that sample mean is a
consistent estimator of population mean p. Therefore t5 is a consistent
estimator of p.Further to check best estimator among tq,t, and t;
(withA = 1): Var(t,) = Var(X;) + Var(X,) + Var(X3) = 302,

Var(t,) = 4Var(X,) + 9Var(X,) + 16Var(X3) = 2902,
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and Var(t;) = %[Var(Xl) +Var(Xy) + Var(X3)] = iaz_

Since Var(t;) is minimum, therefore t5 is the best estimator in the
sence of minimum variance.

14.6.SUMMARY: -

In this unit, we have studied the basic terminology of sample and
population. We have also read the types of sampling. And in the last
we have introduced the notion of estimates, statistic and parameter.

14.7.GLOSSARY:-

(1) Point Estimator
(i)  Unbiasedness
(iii)  Consistency
(iv)  Efficiency

V) Sufficiency

(vi)  Random sample
(vii) Mean

(viii) Variance

(ix)  Statistic
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14.10 TERMINAL QUESTIONS:-

TQ 14.10.1 If t is an unbiased estimator for 6. show that t? is
unbiased estimator for 62.

ExiGxi-1D}
TQ 14.10.2 Show thatW

sample x1, X5, ... ..., X, drawn on X which takes the values 1 or 0 with
respective probabilities 8 and (1 — 6).

is an unbiased estimator off?, for

TQ 14.10.3 (i).Show that if a most efficient estimator A and a
lessefficient estimator B with efficiency e tend to joint normality for
large samples, then B — A tends to zero correlation with A.

(ii).Show that the error in B may be regarded as composed (for large
samples) of two parts which are independent, the error in A and the
error in(B — A).

TQ 14.10.4 Ift; and t, are two unbiased estimators of 6, having the
same variance and p correlation between them, then show that
p = 2e — 1, whare e is the efficiency of each estimator.

TQ 14.10.5Let xq,X3, .o, Xy be a random sample from
N (u, a?)population, Find sufficient estimators fory anda?.

TQ 14.10.6 Letx;,x;,.......,x, be a random sample from a
population with p.d.f.

f(x,8) = 0x°71,0 < x < 1,0 > 0. Show that t = [["x; is sufficient
for 6.

14.11. ANSWER:-

Answer of check your progress:-

CYQ 1 Option 4.
CYQ 2 True
CYQ 3False
CYQ 4False
CYQ 5 True

Answer of Terminal Questions:-

TQ 14.10.5. Yx; is sufficient for u and Yx;? is sufficient for o2
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Table 1: Normal Table

MAT 503

Fi 0.00 0.01 0.02 0.03 0.04 0.05 0.06 0.07 0.08 0.09
0.0 0.0000 | 0.0040 | 0.0080 | 0.0120 | 0.0160 | 0.01599 | 0.0239 | 0.0279 | 0.0319 | 0.0359
0.1 0.0398 | 0.0438 | 0.0478 | 0.0517 | 0.0557 | 0.0596 | 0.0636 | 0.0675 | 0.0714 | 0.0753
0.2 0.0793 | 0.0832 | 0.0871 | 0.0910 | 0.0948 | 0.0987 | 0.1026 | 0.1064 | 0.1103 | 0.1141
0.3 0.1179 | 0.1217 | 0.1255 | 0.1293 | 0.1331 | 0.1368 | 0.1406 | 0.1443 | 0.1480 | 0.1517
0.4 0.1554 | 0.1591 | 0.1628 | 0.1664 | 0.1700 | 0.1736 | 0.1772 | 0.1808 | 0.1844 | 0.1879
0.5 0.1915 | 0.1950 | 0.1985 | 0.2019 | 0.2054 | 0.2088 | 0.2123 | 0.2157 | 0.2190 | 0.2224
0.6 0.2257 | 0.2291 | 0.2324 | 0.2357 | 0.2389 | 0.2422 | 0.2454 | 0.2486 | 0.2517 | 0.2549%
0.7 0.2580 | 0.2611 | 0.2642 | 0.2673 | 0.2704 | 0.2734 | 0.2764 | 0.2794 | 0.2823 | 0.2852
0.8 0.2881 | 0.2910 | 0.2939 | 0.2967 | 0.2995 | 0.3023 | 0.3051 | 0.3078 | 0.3106 | 0.3133
0.9 0.3159 | 0.3186 | 0.3212 | 0.3238 | 0.3264 | 0.3289 | 0.3315 | 0.3340 | 0.3365 | 0.3389
1.0 0.3413 | 0.3438 | 0.3461 | 0.3485 | 0.3508 | 0.3531 | 0.3554 | 0.3577 [ 0.3599 | 0.3621
1.1 0.3643 | 0.3665 | 0.3686 | 0.3708 | 0.3729 | 0.3749 | 0.3770 | 0.3730 | 0.3810 | 0.3830
1.2 0.3849 | 0.3869 | 0.3888 | 0.3307 | 0.3925 | 0.3944 | 0.3962 | 0.3980 [ 0.3997 | 0.4015
1.3 0.4032 | 0.4045 | 0.4086 | 0.4082 | 0.4099 | 0.4115 ([ 0.4131 | 0.4147 | 0.4162 | 0.4177
1.4 0.4192 | 0.4207 | 0.4222 | 0.4236 | 0.4251 | 0.4265 | 0.4279 | 0.4292 | 0.4306 | 0.4319
15 0.4332 | 0.4345 | 0.4357 | 0.4370 | 0.4382 | 0.4394 | 0.4406 | 0.4418 | 0.4429 | 0.4441
1.6 0.4452 | 0.4463 | 0.4474 | 0.4484 | 0.4495 | 0.4505 | 0.4515 | 0.4525 | 0.4535 | 0.4545
1.7 0.4554 | 0.4564 | 0.4573 | 0.4582 | 0.4591 | 0.4599 | 0.4608 | 0.4616 | 0.4625 | 0.4633
1.8 0.4641 | 0.4649 | 0.4656 | 0.4664 | 0.4671 | 0.4678 | 0.4686 | 0.4633 | 0.4693 | 0.4706
1.9 0.4713 | 0.4719 | 0.4726 | 0.4732 | 0.4738 | 0.4744 | 0.4750 | 0.4756 | 0.4761 | 0.4767
2.0 04772 | 04778 | 0.4783 | 0.4788 | 0.4793 | 0.4798 | 0.4803 | 0.4808 | 0.4812 | 0.4817
2.1 0.4821 | 0.4826 | 0.4830 | 0.4834 | 0.4838 | 0.4842 | 0.4846 | 0.4850 | 0.4854 | 0.4857
22 0.4861 | 0.4864 | 0.4868 | 0.4871 | 0.4875 | 0.4878 | 0.4881 | 0.4884 | 0.4887 | 0.4890
23 0.4893 | 0.4896 | 0.4898 | 0.4301 | 0.4904 | 0.4906 | 0.4909 | 0.4911 | 0.4913 | 0.4916
2.4 0.4918 | 0.4920 | 0.4922 | 0.4325 | 0.4927 | 0.4929 | 0.4931 | 0.4932 | 0.4934 | 0.4936
2.5 0.4938 | 0.4940 | 0.4941 | 0.4343 | 0.4945 | 0.4946 | 0.4948 | 0.4949 | 0.4951 | 0.4952
2.6 0.4953 | 0.4955 | 0.4956 | 0.4357 | 0.4959 | 0.4960 | 0.4961 | 0.4962 | 0.4963 | 0.4964
2.7 0.4965 | 0.4966 | 0.4967 | 0.4968 | 0.4969 | 0.4970 | 0.4971 | 0.4972 | 0.4973 | 0.4974
2.8 0.4974 | 045975 | 0.4976 | 0.4977 | 0.4977 | 0.4978 | 0.4979 | 0.4579 | 0.4980 | 0.4981
2.9 0.4981 | 0.4982 | 0.4982 | 0.4983 | 0.4984 | 0.4984 | 0.4985 | 0.4985 | 0.4986 | 0.4986
3.0 0.4987 | 0.4987 | 0.4987 | 0.4988 | 0.4988 | 0.4989 | 0.4989 | 0.4989 [ 0.4990 | 0.4990
31 0.4930 | 0.4991 | 0.4991 | 0.4991 | 0.4992 | 0.4992 | 0.4992 | 0.4932 | 0.4993 | 0.4993
3.2 0.4993 | 0.4993 | 0.4934 | 0.4394 | 0.4994 | 0.4994 | 0.4994 | 0.4935 | 0.4995 | 0.4995
3.3 0.4995 | 0.4995 | 0.4995 | 0.4396 | 0.4996 | 0.4996 | 0.4996 | 0.4936 | 0.4996 | 0.4957
3.4 0.4997 | 04997 | 0.4997 | 0.49597 | 0.4997 | 0.4957 | 0.4997 | 0.45997 | 0.4997 | 0.4598
3.5 0.4998 | 0.4998 | 0.4998 | 0.4998 | 0.4998 | 0.4998 | 0.4998 | 0.45998 | 0.4998 | 0.45998
3.6 0.4998 | 0.4998 | 0.4999 | 0.4399 | 0.4999 | 0.4999 | 0.4999 | 0.4939 | 0.4993 | 0.4999
3.7 0.4999 | 0.4999 | 0.4999 | 0.4999 | 0.4999 | 0.4999 | 0.4999 | 0.4939 [ 0.4993 | 0.4999
3.8 0.4999 | 0.4999 | 0.4999 | 0.4393 | 0.4999 | 0.4999 | 0.4399 | 0.4939 | 0.4993 | 0.4999
3.9 0.5000 | 0.5000 | 0.5000 | 0.5000 | 0.5000 | 0.5000 | 0.5000 | 0.5000 [ 0.5000 | 0.5000
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Table2: t — Distribution table
Significant level (a)
R oot gﬂ 2 a5 1 05 025 o1 005
1 a0 aes 8.3 12.708 25452 B3.657 12732
2 1EIE 2.282 2.820 & 303 E205% B.825 14089
3 TALR 1024 2a8% AdR¥ 417 KR4l TARN
& 1533 L7IR 213 2.7 70 L LY 4 RD4 5588
5 1476 1659 .08 2.5 3363 4032 4773
& 30 1820 1843 .44y 2.590% I.707 4307
7 1415 1617 1895 2.365 2.4 3.499 4.029
8 1397 1552 1860 305 .75 3,355 3.833
] 1333 1574 1833 2.261 2 685 2.250 3,600
W L.ar2 1.bER 1872 2233 2534 A 1] 3.681
1] 1343 1548 1766 2200 2581 ER 3.457
12 1358 1518 1782 2178 2580 3,055 3,428
13 1350 1530 7n 2360 2.533 32 3.372
1L 118 1533 1761 2148 280 2977 139
15 1341 1517 1753 213 2.490 2.947 3.286
16 1317 1512 1.745 zize 2.471 2821 3.252
irg [ 5 5 [N Lsad L i a5 of S ool
18 1330 1504 1734 210 2.443 2878 3167
% 1308 1.500 178 2093 247 2801 3,174
20 1315 Lag7 1725 2085 2.423 2.845 3953
| 1303 1At 1.7 =580 T A T 83 3138
22 1.3 1442 177 207 2 A% ZRi9 X118
23 1318 1488 171 2,063 7304 1807 A104
2% 1318 1467 171 2,061 7,35 2787 2.081
2B 1.3 1415 1708 2,083 2.38% 2787 3078
26 1315 1483 1706 205 237 2778 3.067
27 1304 1483 1708 2052 237 zm 2057
8 113 14800 1.0 L0485 2983 2.8 S04/
o] 1.3 1458 1RG0 Fnds FAR4 7 T80 INIXR
30 1310 1477 1657 2042 2380 2.780 3.030
&40 1303 1.4¢8 1684 202 2329 2.704 2.7
S0 1230 1.4a8d LE-Fy 2003 231 1878 2.83T
&0 1756 1,448 1671 2,007 2299 2.560 2518
0 1294 1,458 1667 1884 2.28" 2,648 2.899
B0 1292 1.453 L6 1990 2384 2639 Z.B87
100 L2530 1,451 LaED 19684 .27 2628 =071
1000 1252 1.441 1048 1802 2243 2.581 z.813
Infinito 1202 1440 LB45 1060 z.24' 2.576 2.007
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ADVANCED STATISTICS

Table 3: F —Distribution Table

MAT 503

F-table of Critical Values of a = 0.01 for F(df1, df2)

DF1=1 2 3 4 5 1] T 3 0 10 12 15 20 24 30 40 60 120 =
DF2=1 |4052 18 99050 40535 Gozats brbibb GE5e03 GOZGJ6 GOELOT GOZZAT BUSE5| BIDBSZ | BITZ0 BZDBI3 BEI4E3 26065 GZS6.15 B35O3 B330.03 G308
2 | 98.50 99.00 99.17 99.25 9930 99.33 99.36 99.37 99.39 99.40|99.42 99.43 99.45 992.46 9947 99.47 9943 99.49 99.50
3 | 3412 3082 2946 28.71 2824 2791 27.67 2749|27.35 27.23|27.05 26.87 26.69 26.60 26.51 2641 26.32|26.22 26.13
4 | 21.20 18.00 16.69 15.98 1552 15.21 1498 1480 14.66 1455|1437 1420 14.02 13.93 13.84 13.75 13.65 13.56 13.46
S | 1626 |13.27/12.06/11.39/10.97|10.67 10.456/10.29/10.16/10.05| 9.89 | 9.72 | 955 | 947 | 938 | 929 | 920 | 9.11 | 9.02
6 | 13.75 1093 578 915 875 847 826 810 798 787|772 756 740 731 723 714 706 697 6188
7| 1225 | 955|845 |785|746| 719|699 | 684|672 | 662|647 | 631 |6.16| 607 | 599|591 | 582|574| 565
8 [ 1126 865 759 701 663 637 618 603 591 581|567 552 536 528 520 512 503 495 4386
9 | 1056 802 699 642 606 580 561 547 535 526|511 496 481 473 465 457 448 440 431
10 | 10.04 756 655 599 564 539 520 5060 494 485471 45 441 433 425 417 408 400 391
11 | 965 721 622 567 532 507 489 474|463 454|440 425 410 402 394 386 378 369 360
12 | 933 693 595 541 506 482 464 450 439 430(416 401 386 378 370 3.62 354 345 336
13 | 907 670|574 | 521 | 486 | 462 | 444 | 430 | 419|4.10( 396 | 3.82 | 367 | 359|351 |343|3.34|3.26|3.17
14 | 886 652 556 504 470 446 428 414 403 394|380 3.60 351 343 335 327 318 3.09 300
15 | 8.68 | 636|542 489|456 | 432|414 400390 |3.81(3.67|3.52|337/329/321|3.13|3.05|296| 287
16 | 853 623 529 477 444 420 403 389 378 369|355 341 326 318 310 3.02 293 2385 275
17 | 840 | 611|519 |467|434 410|393 379|368 |359(346|3.31 316|308 300|292|284|275|265
18 | 829 601 509 458 425 402 384 371 360 351|337 323 308 300 292 284 275 266 257
19 | 819 | 593|501 450|417 394 |3.77|363|352|343|330|3.15/300/293|284|276|267 (258|249
20 | 810 585 49 443 410 387 370 356 346 337(323 309 294 286 278 270 261 252 242
21 | 802 | 578 | 487|437 404|381 |364|351|340|331|3.17|3.03 2288 280|272 |264|255(246|2136
22 | 795 572 482 431 39 376 359 345 335 326(312 298 283 275 267 238 250 240 231
23 | 788 | 566|477 426|394 371 (354|341/330(321|307 (293|278 |270|262|254|245|235|2126
24 | 782 561 472 422 39 367 350 336 326 317(303 289 274 266 258 249 240 231 221
25 | 777 | 557|468 | 418386363 |346)332/322[313(299|285|270/262|254|245|236|227|217
26 | 772 553 464 414 382 359 342 329 318 309(29 282 266 259 250 242 2331 223 213
27 | 768 | 549460411379 )356(339|326/315|3.06|293 278|263 |255|247|238|229(220|210
28 | 764 545 457 407 375 353 336 3323 312 303 (290 275 260 252 2444 235 2326 217 206
20 | 760 | S542)|454|405(3.73|350(333|320(3.09|301(287|273|257|250|241|233|223(2.14|203
30 | 756 539 451 402 370 347 330 317 3.07 298 | 2.8 270 155 247 239 230 221 211 201
40 | 731 |518)|431|383|351|329(3.12|299(289|280(267|252|237|229|220|2.11|202|1.92]|181
60 | 703 498 413 365 334 312 295 282 27) 263 (250 235 220 212 203 194 181 173 160
120 | 685 |479|395|348 317 296|279 |266| 256|247 234|219 |2.04|195|1856|1.76| 1.66| 1.53 | 1.38
o | 664 461 378 332 302 280 264 251 241 232|219 204 188 179 170 159 147 133 100
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ADVANCED STATISTICS

Table 4: CHI-SOUARE Table

MAT 503

Percentage Points of the Chi-Square Distribution

Degrees of Probability of a larger value of x*

Freedom 0.99 0.95 0.90 0.75 0.50 0.25 0.10 0.05 0.01
1 0.000 0.004 0.016 0.102 0.455 1.32 71 3.84 6.63
2 0.020 0.103 0.211 0.575 1.386 .77 4.61 5499 9.21
3 0.115 0.352 0.584 1.212 2.366 411 6.25 7.81 11.34
4 0297 0711 1064 1823 3357 5.39 7.78 9.49 13.28
5 0.554 1.145 1610 2675 4351 6.63 9.24 11.07 1500
6 0.872 1635 2204 3455 5348 7.84 1064 1259  16.81
7 1.239 2167 2833 4255  6.346 9.04 1202 1407 1848
B 1.647 2.733 3.430 5.071 7.344 10.22 13.36 15.51 20.09
9 2.088 3.325 4.168 5.899 8.343 11.39 14.68 16.92 21.67
10 2.558 3940 4865 6737 9342 1255 15.99 1831 2321
11 3053 4575 5578  7.584 10341 1370 17.28 19.68  24.72
12 3571 5.226 6.304 B.438 11.340 14.85 18.55 21.03 26.22
13 4.107 5.892 7.042 9299 12340 1598  19.81 2236  27.69
14 4.660 6.571 7.790 10.165 13.339 17.12 21.06 23.68 29.14
15 5.229 7.261 8547 11037 14339 1825 2231 2500 3058
16 5.812 7962 9312 11912 15338 1937 2354 2630  32.00
17 6.408 8672 10085 12792 16338 2049 2477 2759 3341
18 7.015 9390  10.865 13675 17338 2160 2599 2887  34.80
19 7.633 10.117 11.651 14.562 18.338 22.72 27.20 30.14 36.19
20 B.260 10.851 12.443 15.452 19.337 23.83 28.41 31.41 37.57
22 9.542 12.338 14.041 17.240 21.337 26.04 30.81 33.92 40.29
24 10.856  13.848 15659  19.037 23337 2824 3320 3642 4298
26 12198 15379 17.292  20.843 2533 3043 3556 3889 4564
28 13.565 16928 18939 22657 27336  32.62 3792 4134 4828
30 14.953  18.493 20599  24.478 29336 3480 4026 4377 5089
40 22.164 26.509 29.051 33.660 39.335 45.62 51.80 55.76 63.69
50 27.707 34.764 37.689 42.942 49.335 56.33 63.17 67.50 76.15
60 37.485 43188  46.459 52.294 59335 6698 7440  79.08  88.38
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