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UNIT 1:-BASICS OF PROBABILITY:-  
 
CONTENTS: 
 
1.1 Introduction 
1.2 Objectives 
1.3 Random experiments 
1.4 Elementary events 
1.5 Sample Space 
1.6 Probability 
1.7 Translation of events in set theory operation 
1.8 Axiomatic Probability 
1.9  Solved Examples 
1.10 Summary  
1.11 Glossary 
1.12 References  
1.13 Suggested Readings 
1.14 Terminal Questions  
1.15 Answers  
 

1.1.INTRODUCTION:- 
 
Probability is a branch of mathematics that deals with the 

occurrence of a random event. To study concept of probability, 
learners should have known the elementary set operations, 
permutations and combinations. The analysis of events governed by 
probability is called statistics.  

The modern mathematical theory of probability has its roots in 
attempts to analyze games of chance by Gerolamo Cardano in the 
sixteenth century, and by Pierre de Fermat and Blaise Pascal in the 
seventeenth century (for example the "problem of 
points"). Christiaan Huygens published a book on the subject in 1657. 
In the 19th century, what is considered the classical definition of 
probability was completed by Pierre Laplace.  

This culminated in modern probability theory, on foundations 
laid by Andrey Nikolaevich Kolmogorov. Kolmogorov combined the 
notion of sample space, introduced by Richard von Mises, and measure 
theory and presented his axiom system for probability theory in 1933.  
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23-03-1749 to 05-03-1827
(Pierre-Simon de Laplace) 
https://en.wikipedia.org/wiki/Pierre
 imon_Laplace#/media/File:Laplace,_Pierre
Simon,_marquis_de.jpg 

                     
Probability is simply

Whenever we're unsure about the outcome of an event, we can talk 
about the probabilities of certain outcomes
this unit we are defining 
Sample Space, Probability, Axiomatic Probability and Translation of 
events in set theory operation.  

 
 Probability is a 

feeling  
of the mind  
  (Augustus de 
Morgan) 

 

                                  
                                         

 

1.2 .OBJECTIVES
 
After studying this unit learner will be able to:
 

1. Describe the notion of probability.
2. Explain the trials and events.
3. Evaluate the probability related to basic random experiments.
4. Construct the example of probability.
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1827 
 

https://en.wikipedia.org/wiki/Pierre-   
imon_Laplace#/media/File:Laplace,_Pierre-

 
                                        Fig 1.1.1 

Probability is simply how likely something is to happen. 
Whenever we're unsure about the outcome of an event, we can talk 
about the probabilities of certain outcomes—how likely they are. In 

defining Random experiments, Elementary events, 
Sample Space, Probability, Axiomatic Probability and Translation of 
events in set theory operation.   

 
                                  Fig 1.1.2 

                                         ( https://www.cuemath.com/data/terms of-
probability/) 

 

OBJECTIVES:- 

learner will be able to: 

the notion of probability. 
the trials and events. 
the probability related to basic random experiments. 

Construct the example of probability. 
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1.3.RANDOM EXPERIMENT:- 
 
Consider an experiment whose outcome is not unique, but it 

has possibility of several outcomes. This type of experiment is known 
as random experiment. The random experiment can be repeated under 
identical conditions. Each repetition/ performance is called a trial.  

 
 The example of rolling a dice is a random experiment 

and each rolling of this dice is a trial. 
 

1.4 .ELEMENTARY EVENT:- 
 
In a trial of a random experiment, any outcome among the all 

possible outcomes is known as elementary event.  
 

 Tossing a coin give a outcomes as “head” or “tail”. 
Here outcome head is an elementary event, similarly 
outcome tail is also an elementary event. 
 

1.5. SAMPLE SPACE:- 
 
The collection of all possible outcomes in a random experiments is 

known as sample space. It is usually denoted as “S”.In probability theory, 
the sample space of an experiment or random trial is the set of all 
possible outcomes or results of that experiment. A sample space is 
usually denoted using set notation, and the possible ordered outcomes, 
or sample points, are listed as elements in the set. 

 
 Rolling a dice and observing the number showing on 

dice, the sample space is: S={1,2,3,4,5,6}. 
 Rolling two dices simultaneously and observing the 

number showing on dices, the sample space is:S={(1,1), 
(1,2), (1,3), (1,4), (1,5), (1,6), (2,1), (2,2), (2,3), (2,4), 
(2,5), (2,6), (3,1), (3,2), (3,3), (3,4), (3,5), (3,6), (4,1), 
(4,2), (4,3), (4,4), (4,5), (4,6), (5,1), (5,2), (5,3), (5,4), 
(5,5), (5,6), (6,1), (6,2), (6,3), (6,4), (6,5), (6,6)}. 

 Rolling three coins simultaneously and observing the 
face of coins, the sample space is: S={HHH HHT, 
HTH, THH, , HTT, THT, TTH, TTT }. 

 A sample space can be infinite countable or uncountable 
set. For example consider a random experiment “tossing 
a coin until a head comes”. Then sample space S = 
{H,TH,TTH,TTTH,…}. 

 Any subset of sample space is known as event. It is 
usually denoted by capital alphabet A, B, E, Eଵ, Eଶ ,… 
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 A sample space is called discrete if “S” is countable, 
otherwise it is called continuous sample space. 

 Let the random experiment be “rolling two dices 
simultaneously”. Then the sample space is: S={(1,1), 
(1,2), (1,3), (1,4), (1,5), (1,6), (2,1), (2,2), (2,3), (2,4), 
(2,5), (2,6), (3,1), (3,2), (3,3), (3,4), (3,5), (3,6), (4,1), 
(4,2), (4,3), (4,4), (4,5), (4,6), (5,1), (5,2), (5,3), (5,4), 
(5,5), (5,6), (6,1), (6,2), (6,3), (6,4), (6,5), (6,6)}.  Now 
consider the following events, Eଵ is event that sum of 
both face is six, Eଶ is event that sum of both face is 
seven, Eଷ is event that sum of both face is either six or 
seven. Then  Eଵ={(1,5), (2,4), (3,3), (4,2), (5,1)}, 
Eଶ={(1,6), (2,5), (3,4), (4,3), (5,2), (6,1)} and Eଷ =

Eଵ ∪ Eଶ={(1,5),(1,6), (2,4), (2,5), (3,3), (3,4), (4,2), 
(4,3), (5,1), (5,2), (6,1)}. 

 
We assign a numerical value to finite discrete sample 
space and its events as follows:  
η(S) = Total number of elements in sample space S,  
η(E) = Total number of elements in event E. 

 
CHECK YOUR PROGRESS 

 
Problem 1: Let one card drawn from a pack of 52 cards and 𝐸ଵbe the 

event that card is red and 𝐸ଶbe the event that card is black ace. Then 

write total number of elements in 𝐸ଵand 𝐸ଶ. 

1.6.PROBABILITY:- 
 
Consider a random experiment. Then it has several events. The 

numeric value of chance of happening of a particular event in fraction 
form is known as probability of that event. In case of finite discrete 
sample space S with equally likely elementary events, the probability 
of event E is defined as: 

P(E) =
η(E)

 η(S)
 

which is same as: 

P(E) =
Total number of ways of happening of event E

 Total number of outcomes
… . (𝟏. 𝟔. 𝟏) 

 
Total number of ways of happening of event 𝐸 is number of 

cases favourable to the event 𝐸 and also called number of sampling 
points in 𝐸 similarly total number of outcomes is number of sample 
points in 𝐸 and also called exhaustive number of cases. 
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 Consider the example 6 given above, then probabilities of 

events  Eଵ , Eଶ , and Eଷ are:P(E1) =
η(E1)

η(S)
=  

5

36
 ,P(E2) =

η(E2)

η(S)
=

 
6

36
=  

1

6
,P(E3) =

η(E3)

η(S)
=  

11

36
 . 

 
CHECK YOUR PROGRESS 

 
 
Problem 2: What is the probability that a leap year contains 53 
Monday. 
Problem 3: A box contain 1 red, 4 white and 5 black ball. Two ball 
drawn out of this box simultaneously.  What is the probability that one 
ball is black and one ball is white. 
 
 

1.7 .TRANSLATION OF EVENTS IN SET 
THEORY OPERATION:- 
 

Let S be a sample space, 𝐸ଵand 𝐸ଶare events. Then there is 
formulation of new events using𝐸ଵand𝐸ଶ. For this consider the 
following table: 
 

S.No. Event Meaning 
1. 𝐸ଵ

௖ Event that 𝐸ଵ does not occur 
2. 𝐸ଵ ∪ 𝐸ଶ Event that 𝐸ଵ or 𝐸ଶ  occur 
3. 𝐸ଵ ∩ 𝐸ଶ Event that both 𝐸ଵ and 𝐸ଶ  occur 
4. 𝐸ଵ ∩ 𝐸ଶ

௖ Event that 𝐸ଵ occur but 𝐸ଶdoes not 
occur 

5. 𝐸ଵ∆𝐸ଶ = (𝐸ଵ ∩ 𝐸ଶ
௖) ∪ (𝐸ଵ

௖

∩ 𝐸ଶ) 
Event that exactly one of the 
events  𝐸ଵ or 𝐸ଶ  occurs 

6. 𝐸ଵ
௖ ∩ 𝐸ଶ

௖ Event that none of the events  𝐸ଵ 
or 𝐸ଶ  occur 

7 𝐸ଵ ∩ 𝐸ଶ = ∅ Events that both 𝐸ଵ and 𝐸ଶ are 
mutually exclusive. 

8 Universal set 𝑆 Sample space 
 

CHECK YOUR PROGRESS 
 

Problem 4. Let S be a sample space, 𝐸ଵ,    𝐸ଶand 𝐸ଷ are three arbitrary 
events. Find expression for the events noted below, in the context of : 
 
(i) Two and more occur. (ii) None Occurs. 
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1.8.AXIOMATIC PROBABILITY:- 
 
A purely mathematical definition of probability cannot give us 

the actual value of 𝑃(𝐸), the probability cannot give us the actual 
value of 𝑃(𝐸), the probability of occurrence of the event 𝐸. 

 
And this must be considered as a function defined on all events.  
 
Definition 1.8.1.(Probability function):Let S be a sample space and 
𝛺 be 𝜎-field of events. Then the set function 𝑃: Ω → [0,1]is said to be 
probability function, if it satisfies the following conditions: 
 

(i) 𝑃(𝐸) ≥ 0, for every events E in 𝛺, 
(ii) 𝑃(𝑆) = 1, 
(iii) If 𝐸௜, 𝑖 = 1,2,3, … are mutually disjoint events (𝐸௜ ∩ 𝐸௝ , 𝑖 ≠

𝑗), then  
𝑃(∪

௜
𝐸௜) = ∑

௜
𝑃(𝐸௜). 

Here (𝑆, Ω, 𝑃) is called probability space. 
 
Theorem 1.8.1. Probability of the impossible event is zero,  
i.e.,𝑃(∅) = 0. 
 
Proof. Impossible event contains no sample point and hence the 
certain event 𝑆 and the impossible event ∅ are mutually exclusive. 
Therefore 𝑆 ∪ ∅ = 𝑆 it implies that 𝑃(𝑆 ∪ ∅) = 𝑃(𝑆). Hence, using 
Axiom of Additivity, we get 𝑃(𝑆) + 𝑃(∅) = 𝑃(𝑆) it implies that 
𝑃(∅) = 0. 
 
Remark 1.8.1: The means of 𝑃(𝐴) = 0, does not imply that 𝐴 is 
necessarily an empty set. In practice, probability ‘0’ is assigned to the 
events which are so rare that they happen only once in a lifetime.  
 
Theorem1.8. 2. Let E be an event. Then probability of 𝐸௖ is: 
𝑃(𝐸௖) = 1 − 𝑃(𝐸) …………………………………………  (1.8.1) 
 
Proof: Since (𝐸 ∪ 𝐸௖) = 𝑆, therefore 𝑃(𝐸 ∪ 𝐸௖) = 𝑃(𝑆).  
This implies that𝑃(𝐸) + 𝑃(𝐸௖) = 1. And hence,𝑃(𝐸௖) = 1 − 𝑃(𝐸). 
 
Theorem 1.8. 3. 𝑃(𝐸ଵ ∩ 𝐸ଶ

௖) = 𝑃(𝐸ଵ) − 𝑃(𝐸ଵ ∩ 𝐸ଶ) ………  (1.8.2) 
 
Proof: Since (𝐸ଵ ∩ 𝐸ଶ

௖) and (𝐸ଵ ∩ 𝐸ଶ) are disjoint sets whose union is 
𝐸ଵ, therefore 𝑃(𝐸ଵ ∩ 𝐸ଶ

௖) + 𝑃(𝐸ଵ ∩ 𝐸ଶ) = 𝑃(𝐸ଵ). And hence,𝑃(𝐸ଵ ∩
𝐸ଶ

௖) = 𝑃(𝐸ଵ) − 𝑃(𝐸ଵ ∩ 𝐸ଶ). 
 
Theorem1.8.4.(Probability of union of two events): 
 
𝑃(𝐸ଵ ∪ 𝐸ଶ) = 𝑃(𝐸ଵ) + 𝑃(𝐸ଶ) − 𝑃(𝐸ଵ ∩ 𝐸ଶ) ……………… (1.8.3) 
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Proof: Since (𝐸ଵ ∪ 𝐸ଶ) can be written as disjoint union of 𝐸ଵ and 
𝐸ଵ

௖ ∩ 𝐸ଶ, therefore 𝑃(𝐸ଵ ∪ 𝐸ଶ) = 𝑃(𝐸ଵ) + 𝑃(𝐸ଵ
௖ ∩ 𝐸ଶ) = 𝑃(𝐸ଵ) +

𝑃(𝐸ଶ) − 𝑃(𝐸ଵ ∩ 𝐸ଶ). 
 
 
Theorem 1.8.5.(For 𝑛 events): 𝑃(⋃ 𝐸௜

௡
௜ୀଵ ) ≥ ∑ 𝑃(𝐸௜

௡
௜ୀଵ ) −

∑ 𝑃(𝐸௜  ∩  𝐸௝)ଵஸ௜ழ௝ஸ௡ ….............................................................(1.8.4) 

 
CHECK YOUR PROGRESS 

 
 

True or false Questions 
Problem 5: If something has probability 1,000%, it is sure to happen. 
T/F 
Problem 6: If something has probability 90%, it can be expected to 
happen about nine times as  often as its opposite. T/F 

 
 

1.9.SOLVED EXAMPLES:- 
 
Example1.9.1: A random arrangement of the letters 
E,N,G,I,N,E,E,R,I,N,G is done. Find the probability of vowels appear 
together. 
 
Solution: In the letters E,N,G,I,N,E,E,R,I,N,G  there are 3 E’s, 2 I’s, 2 
G’s and 3 N’s. Therefore total number of different combination formed 

is: 
ଵଵ!

ଷ!×ଶ!×ଶ!×ଷ!
. Now total number of different combination formed so 

that vowels appear together is: 
଻!×ହ!

ଷ!×ଶ!×ଶ!×ଷ!
. Thus the required 

probability is:  
଻!×ହ!

ଵଵ!
=

ଵ

଺଺
 . 

 
Example 1.9.2: From the numbers 1,2,3, ... ,8 two different digits are 
chosen randomly without replacement. What is the probability that the 
sum of the digits will be equal to five. 
 
Solution: Total number of ways of choosing two digits from the 
numbers 1 to 8  is: 8 × 7=56. Total ways of choosing two digits so that 
sum of the digits will be equal to five are : (1,4),(2,3),(3,2) and (4,1). 
Hence total number of ways of choosing such that sum will be five is 

4. Thus the required probability is:  
ସ

ହ଺
=

ଵ

ଵସ
 . 

 
Example 1.9.3: From a pack of 52 cards, seven cards are drawn 
randomly. Find the probability of four cards will be black and three 
cards will be red? 
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Solution: Total number of ways of drawing seven card from52 cards 
is: ൫ହଶ

଻
൯. Now total number of ways of choosing seven card such that 

four cards will be black and three cards will be red is ൫ଶ଺
ସ

൯ × ൫ଶ଺
ଷ

൯. Thus 

the required probability is: 
൫మల

ర ൯×൫మల
య ൯

൫ఱమ
ళ ൯

=
ଵ଺ଶହ

ହହଽଷ
. . 

 
Example 1.9.4: Let(𝑆, Ω, 𝑃) is a probability space and 𝛷 ∈ Ω  be 
empty set. Then find 𝑃(𝛷). 
 
Solution: We know that  𝛷  and 𝑆 are trivially disjoint sets. Therefore 
1 = 𝑃(𝑆) =  𝑃(𝑆 ∪ 𝛷) = 𝑃(𝑆) + 𝑃(𝛷) = 1 + 𝑃(𝛷) this 
gives𝑃(𝛷) = 0. 
 
Example 1.9.5: Let𝑆 = {1,2,3, … , 𝑛, … }be a sample space and 𝛺be 

power set of 𝑆 and for 𝐸 ∈ Ω, 𝑃(𝐸) = ∑
௡∈ா

ଵ

ଶ೙. Then show that (𝑆, Ω, 𝑃) 

is a probability space. 
 
Solution: Since sum of positive real number is positive, 

therefore 𝑃(𝐸) ≥ 0, for every events E in 𝛺. And 𝑃(𝑆) = ∑
ଵஸ௡ஸஶ

ଵ

ଶ೙
=

1. As we know that in a convergent series rearrangement does not alter 
the series sum, therefore third axiom follows.  
 
Example 1.9.6: An integer is chosen at random from two hundred 
digits. What is the probability that the integer is divisible by 6 or 8. 
 
Solution: The sample space of the random experiment is:  𝑆 =
{1,2,3, … … … . . ,199, 200} ⇒ 𝑛(𝑆) = 200. The event 𝐴: ‘integer 
chosen is divisible by 6 ‘ has the sample points given by : 𝐴 =

{6,12,18, … … . ,198} ⇒ 𝑛(𝐴) =
ଵଽ଼

଺
= 33. Therefore 𝑃(𝐴) =

௡(஺)

௡(஻)
=

ଷଷ

ଶ଴଴
. Similarly the event 𝐵: ‘integer chosen is divisible by 8” has the 

sample points given by : 𝐴 = {8,16,24, … … . ,200} ⇒ 𝑛(𝐵) =
ଶ଴଴

଼
=

25. Therefore 𝑃(𝐵) =
௡(஺)

௡(஻)
=

ଶହ

ଶ଴଴
. The LCM of 6 and 8 is  24. Hence, 

a number is divisible by both6  and 8, if it is divisible by 24. Therefore 

𝐴 ∩ 𝐵 = {24,48,72, … … . ,192} ⇒ 𝑛(𝐴 ∩ 𝐵) =
ଵଽଶ

ଶସ
= 8 ⟹

𝑃(𝐴 ∩ 𝐵) =
଼

ଶ଴଴
. 

Hence, the required probability is: from equation (1.8.4) 𝑃(𝐴 ∪ 𝐵) =
ଵ

ସ
. 

 
Example 1.9.7:A card is drawn from a pack of 52 cards. Find the 
probability of getting a king or a red card. 
 
Solution: Let us define the following events : 
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𝐴: the card drawn is a king, 𝐵: the card drawn is heart,   𝐶: the card 
drawn is red card. Then 𝐴, 𝐵and 𝐶 are not mutually exclusive.  
 
(𝐴 ∩ 𝐵): the card drawn is the king of hearts it implies that 𝑛(𝐴 ∩
𝐵) = 1. (𝐵 ∩ 𝐶) = 𝐵: the card drawn is a heart (since 𝐵 ⊂ 𝐶) it 
implies 𝑛(𝐵 ∩ 𝐶) = 13. 𝐶 ∩ 𝐴:the card drawn is the king of hearts it 

implies that 𝑛(𝐴 ∩ 𝐵 ∩ 𝐶) = 1. Therefore 𝑃(𝐴) =
௡(஺)

௡(஻)
=

ସ

ହଶ
; 𝑃(𝐵) =

ଵଷ

ହଶ
; 𝑃(𝐶) =

ଶ଺

ହଶ
;  𝑃(𝐴 ∩ 𝐵) =

ଵ

ହଶ
; 𝑃(𝐵 ∩ 𝐶) =

ଵଷ

ହଶ
; 𝑃(𝐶 ∩ 𝐴) =

ଶ

ହଶ
; 𝑃(𝐴 ∩ 𝐵 ∩ 𝐶) =

ଵ

ହଶ
.The required probability of getting a king or 

heart or a red card is given by: 
𝑃(𝐴 ∪ 𝐵 ∪ 𝐶) = 𝑃(𝐴) + 𝑃(𝐵) + 𝑃(𝐶) − 𝑃(𝐴 ∩ 𝐵) −  𝑃(𝐵 ∩ 𝐶)

−  𝑃(𝐶 ∩ 𝐴) +  𝑃(𝐴 ∩ 𝐵 ∩ 𝐶) 

=
4

52
+

13

52
+

26

52
−

1

52
−

13

52
−

2

52
+

1

52
=

28

52
=

7

13
. 

 
 
Example 1.9.8:An MBA applies for a job in two firms 𝑋 and 𝑌. The 
probability of his being selected in firm 𝑋 is 0.7 and being rejected at 
𝑌 is 0.5. The probability of his being selected in firm 𝑋 is 0.7 and 
being rejected at 𝑌 is 0.5. The probability of at least one of his 
applications being rejected is 0.6. What is probability that he will be 
selected that he will be selected in one of the firms? 
 
Solution: Let 𝐴 and 𝐵 denote the events that the person is selected in 
firms 𝑋 and 𝑌 respectively. Then in the usual notations, we are 
given:𝑃(𝐴) = 0.7 ⇒ 𝑃(𝐴̅) = 1 − 0.7 = 0.3, 𝑃(𝐵ത) = 0.5 ⟹ 𝑃(𝐵) =
1 − 0.5 = 0.5 and  𝑃(𝐴 ഥ ∪ 𝐵ത) = 0.6 = 𝑃(𝐴̅) + 𝑃(𝐵ത) − 𝑃(𝐴̅ ∩  𝐵ത). 
The probability that the persons will be selected in one of the two firms 
𝑋 and 𝑌 is given by: 𝑃(𝐴 ∪ 𝐵) = 1 − 𝑃(𝐴 ഥ ∪ 𝐵ത) = 1 − {𝑃(𝐴̅) +
 𝑃(𝐵ത) − 𝑃(𝐴̅  ∪  𝐵 ഥ )} = 1 − (0.3 + 0.5 − 0.6) = 0.8. 
 

1.10.SUMMARY:- 
 
In this unit, we have studied the basic terminology used in 

probability. We have also read about the basic idea of probability with 
some theorems and examples. We have defined probability function. In 
this unit first we have defined Random experiments, Elementary events 
and Sample Space with examples. After that we have described the 
definition of Probability with examples then Axiomatic Probability 
defined. In this unit Translation of events in set theory operation also 
defined. This unit is basic outlook of Probability theory and concepts 
of this unit will be beneficial for the learners in the upcoming units.   
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1.11. GLOSSARY:- 
 
(i) Set 
(ii) Event 
(iii) Trial 
(iv) Sample space. 
(v) Probability. 
(Vi) Mutually exclusive. 
 

1.12.REFERENCE BOOKS:-  
 

1. S. C. Gupta and V. K. Kapoor, (2020), Fundamentals of 
mathematical statistics, Sultan Chand    & Sons. 

2. Seymour Lipschutz  and John J. Schiller, (2017), Schaum's 
Outline: Introduction to Probability and Statistics, McGraw 
Hill Professional. 

3. J. S. Milton and J. C. Arnold , (2003), Introduction to 
Probability and Statistics (4th Edition), Tata McGraw-Hill. 

4. https://www.wikipedia.org. 
 

1.13. SUGGESTED READINGS:-  
 

1. A.M. Goon,(1998), Fundamental of Statistics 
(7th Edition), 1998. 

2. R.V. Hogg and A.T. Craig, (2002), Introduction 
to Mathematical Statistics, MacMacMillan, 
2002. 

3. Jim Pitman, (1993), Probability, Springer-
Verlag. 

4. https://archive.nptel.ac.in/courses/111/105/1111
05090 
 

1.14.TERMINAL QUESTIONS:- 
 

TQ 1: Consider  a group of 3 men and 2 women and 4 children. From 
this group four persons are chosen at random. What is the probability 
of exactly two of them will be children. 
 
TQ 2: What is the probability of  a random arrangement of the letters 
U,N,I,V,E,R,S,I,T,Y, such that two I's do not appear together. 
 
TQ 3: Let 𝐸ଵ, 𝐸ଶ, … , 𝐸௡  are n events. Then show that 

 
𝑃( ∪

ଵஸ௜ஸ௡
𝐸௜) ≤ ∑

ଵஸ௜ஸ௡
𝑃(𝐸௜) 

 
TQ 4: Let 𝐸ଵ, 𝐸ଶ are twoevents. Then show that 
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𝑃(𝐸ଵ ∩ 𝐸ଶ) ≥ 1 − 𝑃(𝐸ଵ

௖) − 𝑃(𝐸ଶ
௖) 

 
TQ 5: Let 𝐸ଵ, 𝐸ଶ, … , 𝐸௡  are n events. Then show that 

𝑃( ∩
ଵஸ௜ஸ௡

𝐸௜) ≥ ( ∑
ଵஸ௜ஸ௡

𝑃(𝐸௜)) − (𝑛 − 1). 

TQ6: Define the Probability in your words?......................................... 
TQ7: Application of Probability in daily life?............................................... 

TQ8 The probability that a learner passes a Physics test is 
ଶ

ଷ
 and the 

probability that   He passes both a Physics test and an English test is 
ଵସ

ସହ
.The probability that he Passes at least one test is 

ସ

ହ
what is the 

probability that he passes the EnglishTest? 
 
TQ9 Three newspapers 𝐴, 𝐵 and 𝐶 are published in a Haldwani, 
Uttarakhand. It is Estimated from a survey that of the adult population 
: 20% read 𝐴, 16% read 𝐵,  14% read𝐶, 8% read both 𝐴and 𝐵, 5% read 
both 𝐴 and 𝐶, 4% read both 𝐵 and 𝐶, 2%read all three. Find what 
percentage read at least one of the papers? 

 
 

1.15.ANSWER:- 
 
Answer of Check your progress Questions:- 
CYQ 1: 𝜂(𝐸ଵ) = 26and 𝜂(𝐸ଶ) = 2. 
CYQ2: Probability that a leap year contains 53 Monday is 2/7. 
CYQ3: Probability that one ball is black and one ball is white, is 
20/45=4/9. 

CYQ4: (𝒊)ቀ𝑬𝟏 ∩ 𝑬𝟐 ∩ 𝑬𝟑
തതതതሖ ቁ ∪ (𝑬𝟏

തതതത  ∩  𝑬𝟐 ∩ 𝑬𝟑) ∪ (𝑬𝟏 ∩ 𝑬𝟐
തതതത ∩ 𝑬𝟑):  

              (𝒊𝒊)ቀ𝑬𝟏
തതതത  ∩  𝑬𝟐

തതതത ∩ 𝑬𝟑
തതതതሖ ቁ or  𝑬𝟏 ∪ 𝑬𝟐 ∪ 𝑬𝟑

തതതതതതതതതതതതതതതതതത 

CYQ5: False. 
 Nothing can have probability 1000 percent -- probability values are 
restricted to zero to one, or to zero percent to 100 percent. Note that 
1.00 =  100 percent, just   as one dollar =  100 cents. 
CYQ6: True  
If something has probability 90 percent, it can be expected to happen 
about nine times as often as its opposite. Depends on whether 
“something” and “its opposite” are the only alternatives -- if they are 
mutually exclusive and collectively exhaustive, then yes, at least as the 
expected value of a sequence of random trials. 
 
Answer of Terminal Questions:- 
TQ 1: 10/21. 
TQ2: 4/5. 

TQ8: 
ସ

ଽ
. 

TQ9: 0.35. 
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UNIT 2:- CONDITIONAL PROBABILITY  
 
CONTENTS: 
 
2.1     Introduction 
2.2     Objectives 
2.3     Multiplication Theorem of Probability 
2.4     Independent Events 

2.4.1. Definition of Independent Events and Theorems 
 2.4.2. Pairwise Independent Events 
 2.4.3. Mutually Independent Events 
 2.4.4 Solved Examples 
2.5     Bayes’ Theorem 
2.6     Solved Examples 
2.7     Summary  
2.8     Glossary 
2.9     References  
2.10   Suggested Readings 
2.11   Terminal Questions  
2.12   Answers  
 
 

2.1. INTRODUCTION:- 

 
Conditional probability is known as the possibility of an event 

or outcome happening, based on the existence of a previous event or 
outcome. It is deliberated by multiplying the probability of the 
preceding event by the renewed probability of the succeeding, or 
conditional, event. Since we discussed earlier, the probability 𝑃(𝐴) of 
an event 𝐴 represents the likelihood that a random experiment will 
result in an outcome in the set 𝐴 relative to the sample space 𝑆 of the 
random experiment. However, quite often, while evaluating some 
event probability, earlier we have some information emerging from the 
experiment.  

For example, if we have initial information that the outcome of 
the random experiment must be in a set 𝐵 of 𝑆, then this information 
must be used to reassess the likelihood that the outcome will also be in 
𝐵. This reassess probability is indicate by 𝑃(𝐴/𝐵)and is read as the 
conditional probability of the event 𝐴, given that the event 𝐵 has 
already happened. 
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Fig. 2.1.1 

 
Conditional probability clarifies by the following illustration.

 Let us consider a random experiment of drawing a card from a 
pack of cards. Then the probability of happening of the event 

𝐴: “The card drawn is a king”, is given by:

 Now suppose that a card is drawn and we are informed that the 
drawn card is red. How does this information affect the 
likelihood of the event 
is red’, has happened, the event ‘Black card’ is not possible. 
Hence the probability of the event 
to the new sample
points(red cards only), i.e., 
cards, there are two (red) kings so that 
the required probability is given by:
𝑛(𝐵) = 2/26 = 1
 

2.2 .OBJECTIVES
 
After studying this unit learner will be able to:
 
1. Explain the notion of Conditional probability.
2. Discuss the independent
3. Analyze the concept of Bays’ Theorem.
4. Solve the problem related to Conditional probability and Bays’ 

Theorem. 
 

2.3.MULTIPLICATION 
PROBABILITY:- 

 
Theorem 2.3.1.For two events 

𝑃(𝐴 ∩ 𝐵

                                 

where 𝑃(𝐵/𝐴) represents conditional probability of occurrence 
of 𝐵 when the event 𝐴
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clarifies by the following illustration.  
Let us consider a random experiment of drawing a card from a 
pack of cards. Then the probability of happening of the event 

“The card drawn is a king”, is given by: 𝑃(𝐴) =
ସ

ହଶ
=

ଵ

ଵଷ
.  

Now suppose that a card is drawn and we are informed that the 
is red. How does this information affect the 

likelihood of the event 𝐴?. Obviously, if the event 𝐵: ‘The card 
is red’, has happened, the event ‘Black card’ is not possible. 
Hence the probability of the event 𝐴 must be computed relative 
to the new sample space ‘𝐵’ which consists of 26 sample 
points(red cards only), i.e., 𝑛(𝐵) = 26. Among these 26 red 
cards, there are two (red) kings so that 𝑛(𝐴⋂𝐵) = 2. Hence, 
the required probability is given by:𝑃(𝐴/𝐵) = 𝑛(𝐴⋂𝐵)/

1/13. 

OBJECTIVES:- 

studying this unit learner will be able to: 

Explain the notion of Conditional probability. 
Discuss the independent events. 

the concept of Bays’ Theorem. 
Solve the problem related to Conditional probability and Bays’ 

MULTIPLICATION THEOREM OF 
 

For two events 𝐴 and 𝐵,  
𝐵) = 𝑃(𝐴). 𝑃(𝐵/𝐴), 𝑃(𝐴) > 0 

     = 𝑃(𝐵). 𝑃 ቀ
஺

஻
ቁ , 𝑃(𝐵) > 0 … … ……(2.3.1) 

represents conditional probability of occurrence 
𝐴 has already happened and 𝑃(𝐴/𝐵)   is the 
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conditional probability of happening of 𝐴, given that 𝐵 has already 
happened. 
 
Proof. In the usual notation we know that  
 
P(A) = (η(A))/( η(S)), P(B) = (η(B))/( η(S)) and 𝑃(𝐴 ∩ 𝐵) =
𝑛(𝐴 ∩ 𝐵)/(𝑛(𝑆)).......................................(2.3.2) 
 
For the conditional event 𝐴/𝐵, the favourable outcomes must be one of 
the sample points of 𝐵, i.e., for the event  𝐴/𝐵, the sample space is 𝐵 
and out of the 𝑛(𝐵) sample points, 𝑛(𝐴 ∩ 𝐵) pertain to the occurrence 
of the event 𝐴, therefore 𝑃(𝐴/𝐵) = 𝑛(𝐴⋂𝐵)/𝑛(𝐵) . Using equation 
number (2.3.2) 
𝑃(𝐴 ∩ 𝐵) = 𝑛(𝐵)/(𝑛(𝑆)) × 𝑛(𝐴 ∩ 𝐵)/(𝑛(𝐵)) = 𝑃(𝐵). 𝑃(𝐴/
𝐵)…................................................................(2.3.3) 
Similarly, we get from (𝟐. 𝟑. 𝟐) 

 

𝑃(𝐴 ∩ 𝐵) =
௡(஺)

௡(ௌ)
×

௡(஺∩஻)

௡(஺)
=

𝑃(𝐴). 𝑃 ቀ
஻

஺
ቁ … … … … … … … … … … … … … … … … … … . ..(2.3.4) 

From (2.3.3) and (2.3.4) we get the result (2.3.1). 
 
Therefore “the probability of the simultaneous occurrence of two 
events 𝐴 and 𝐵 is equal to the product of the probability of one of these 
events and the conditional probability of the other, given that the first 
one has occurred. 
  
Remark 2.3.1: The conditional probability𝑃(𝐵/𝐴) and 𝑃(𝐴/𝐵) are 
defined if and only if 𝑃(𝐴) ≠ 0 and 𝑃(𝐵) ≠ 0, respectively. 
 
Remark 2.3.2: For 𝑃(𝐵) > 0, 𝑃(𝐴/𝐵) ≤ 𝑃(𝐴).  
 
Remark 2.3.3: The conditional probability 𝑃(𝐴/𝐵) is not defined if 
𝑃(𝐵) = 0. 
 
Remark 2.3.4:𝑃(𝐵/𝐵) = 1. 

 
2.4. INDEPENDENT EVENTS:- 

 
 

Consider the experiment of throwing two dice, say die 1 and 
die 2. It is obvious that the occurrence of a certain number of dots on 
the die 1 has nothing to do with a similar event for the die 2. The two 
are quite independent of each other, so to say. But suppose, the two 
dice were connected with a piece of thread before being thrown. The 
situation changes. This time the two events are not independent in as 
much as that the uppermost face of one die will have something to do 
in causing a particular face of the other die to be uppermost; and the 
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shorter the thread, the more is this influence or dependence. Similarly, 
if we draw two cards from pack of cards in succession, then the results 
of the two draws are in independent if the cards are drawn with 
replacement (i.e., if the first card drawn in placed back in the pack 
before drawing the second card) and the results of the two draws are 
not independent if the cards are drawn without replacement. 

 
2.4.1. DEFINITION OF INDEPENDENT EVENTS AND 
THEOREMS:- 

 
 Two or more events are said to be independent if the happening 

or non-happening of any one of them, does not, in any way, 
affect the happening of others. 

 An event 𝐴 is said to be independent (or statistically 
independent) of another event 𝐵, 
If the conditional probability of 𝐴given 𝐵, i.e., 𝑃(𝐴/𝐵) is equal 
to the unconditional probability of 𝐵,  
i.e., if 𝑃(𝐴/𝐵) = 𝑃(𝐴) ….............(2.4.1) 
It is important that 𝑃(𝐵) ≠ 0. 

 Similarly, If the conditional probability of 𝐴given 𝐵, i.e., 𝑃(𝐵/

𝐴) is equal to the unconditional probability of 𝐵,  

i.e., if   𝑃 ቀ
𝐵

𝐴
ቁ = 𝑃(𝐵) … … … … … … ….(2.4.2) 

in this case 𝑃(𝐴) ≠ 0. 
 

Theorem 2.4.1. If the events 𝐴 and 𝐵 are such that  𝑃(𝐴) ≠ 0, 𝑃(𝐵) ≠ 0 
and 𝐴 is independent of 𝐵, then 𝐵 is independent of 𝐴. 

 
Proof. Since the event 𝐴 is independent of 𝐵, therefore 𝑃(𝐴/𝐵) =
𝑃(𝐴) ⇒ (𝑃(𝐴 ∩ 𝐵))/(𝑃(𝐵)) = 𝑃(𝐴) ⇒ 𝑃(𝐴 ∩ 𝐵) = 𝑃(𝐴)𝑃(𝐵). Therefore 
௉(஻∩஺)

௉(஺)
= 𝑃(𝐵)[ Since 𝑃(𝐴) ≠ 0 and 𝐴 ∩ 𝐵 = 𝐵 ∩ 𝐴]. It implies that 

𝑃(𝐵/𝐴) = 𝑃(𝐵) it implies that 𝐵 is independent of 𝐴. 
 
 𝐴 is independent of 𝐵  and  𝐵 is independent of 𝐴 it means 

𝐴 and 𝐵 are independent. 
 For any event 𝐴 in 𝑆,  𝐴 and the null event ∅ are 

independent also 𝐴 and 𝑆 are independent. 
  

Theorem2.4.2.(Multiplication Theorem of Probability for 
Independent Events). 
If the 𝐴 and 𝐵 are two events with positive probabilities are such that 
𝑃(𝐴) ≠ 0, 𝑃(𝐵) ≠ 0 then𝐴 and 𝐵 are independent if and only if   
𝑃(𝐴 ∩ 𝐵) = 𝑃(𝐴)𝑃(𝐵)………….............................................(2.4.3) 
 
Proof. Since, 𝑃(𝐴 ∩ 𝐵) = 𝑃(𝐴). 𝑃(𝐵/𝐴) = 𝑃(𝐵). 𝑃(𝐴/𝐵); 𝑃(𝐴) ≠
0,𝑃(𝐵) ≠ 0…….(2.4.4) 
𝐴 is independent of 𝐵  and  𝐵 is independent of 𝐴 then,  
𝑃(𝐴/𝐵) = 𝑃(𝐴)  and  𝑃(𝐵/𝐴) = 𝑃(𝐵)……………(2.4.5) 
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From (2.4.3) and (2.4.4), we get 𝑃(𝐴 ∩ 𝐵) = 𝑃(𝐴)𝑃(𝐵), as required. 
Conversely, if (2.4.3) holds, then we get   
ು(ಲ∩ಳ)

ು(ಳ)
ୀ௉(஺) ⇒௉ቀ

ಲ

ಳ
ቁୀ௉(஺)

ು(ಲ∩ಳ)

ು(ಳ)
ୀ௉(஻) ⇒௉ቀ

ಳ

ಲ
ቁୀ௉(஻)

…………………………………(2.4.6) 

 
(2.4.6) implies that 𝐴 and 𝐵 are independent events. Hence, for 
independent events 𝐴 and 𝐵,the probability that both of these occur 
simultaneously is the product of their respective probabilities. This 
Rule is known as the Multiplication Rule of Probability. 
 
Theorem 2.4.3.For 𝑛 events𝐴ଵ, 𝐴ଶ, 𝐴ଷ … … … … 𝐴௡ we have 
𝑃(𝐴ଵ⋂𝐴ଶ ⋂ … . . ⋂ 𝐴௡) = 𝑃(𝐴ଵ)𝑃(𝐴ଶ/𝐴ଵ )𝑃(𝐴ଷ/(𝐴ଵ⋂𝐴ଶ ))…. 𝑃(𝐴௡/
𝐴ଵ ∩ 𝐴ଶ ∩. .∩. . … . 𝐴௡ିଵ) ...........(2.4.7). 
Where 𝑃(𝐴௜/𝐴௝ ∩ 𝐴௞    ∩ … … .∩ 𝐴௟ represents the conditional 
probability of the event 𝐴௜, 𝐴௞, … . 𝐴௟ have already happened. 
 
Theorem 2.4.4. Necessary and sufficient condition for independence 
of𝑛 events𝐴ଵ, 𝐴ଶ, 𝐴ଷ … … … … 𝐴௡is that the probability of their 
simultaneous happening is equal to the product of their respective 
probabilities, i.e., 
 
𝑃(𝐴ଵ⋂𝐴ଶ ⋂ … . . ⋂ 𝐴௡) = 𝑃(𝐴ଵ) 𝑃(𝐴ଶ)𝑃(𝐴ଷ) … 𝑃(𝐴௡) … … …...(2.4.8) 

 
Theorem 2.4.5. For a fixed 𝐵 with 𝑃(𝐵) > 0, 𝑃(𝐴/𝐵)is probability 
fuction. 

 
Theorem 2.4.6. For any three events 𝐴, 𝐵 and 𝐶, 
𝑃((𝐴 ∪ 𝐵) ⁄ 𝐶) = 𝑃(𝐴 ⁄ 𝐶) + 𝑃(𝐵 ⁄ 𝐶) − 𝑃((𝐴 ∩ 𝐵) ⁄ 𝐶).......(2.4.9) 

 
Theorem 2.4.7. For any three events 𝐴, 𝐵 and 𝐶, 

𝑃((𝐴 ∩ 𝐵 )̅ ⁄ 𝐶) +  𝑃((𝐴 ∩ 𝐵) ⁄ 𝐶) = 𝑃(𝐴 ⁄ 𝐶).……(2.4.10) 
 

Theorem 2.4.8. For any three events 𝐴, 𝐵 and 𝐶 defined on the sample 
space 𝑆such that  

𝐵 ⊂ 𝐶 and  𝑃(𝐴) > 0, 𝑃(𝐵/𝐴) ≤ 𝑃(𝐶/𝐴).…………….(2.4.11) 
 

Theorem 2.4.9. If 𝐴 and 𝐵 are independent events, then 
 

(i) 𝐴 and 𝐵ഥ  are independent events.  
(ii)  𝐴̅and𝐵 are independent events  
(iii) 𝐴̅ and 𝐵ത are independent events……………(2.4.12) 
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2.4.2.PAIRWISE INDEPENDENT EVENTS:- 
 

Consider 𝑛 events   𝐴ଵ, 𝐴ଶ, 𝐴ଷ … … … … 𝐴௡ defined on the same 
sample space so that 𝑃(𝐴௜) > 0; 𝑖 = 1,2, … … . , 𝑛 these events are said 
to be pair wise independent if every pair of two events is independent 
in the sense of the definition given in Multiplication Theorem of 
Probability for Independent Events. The events 
   𝐴ଵ, 𝐴ଶ, 𝐴ଷ … … … … 𝐴௡ are said to be pairwise independent if and only 
if: 
 𝑃൫𝐴௜ ∩ 𝐴௝൯ = 𝑃(𝐴௜)𝑃൫𝐴௝൯ ,   𝑖 ≠ 𝑗 = 1,2, … … … 𝑛. … … …(2.4.13) 
In particular    𝐴ଵ, 𝐴ଶ, 𝐴ଷare said to be pairwise independent if and only 
if : 
𝑃(𝐴ଵ ∩ 𝐴ଶ) = 𝑃(𝐴ଵ)𝑃(𝐴ଶ), 𝑃(𝐴ଵ ∩ 𝐴ଷ) = 𝑃(𝐴ଵ)𝑃(𝐴ଷ),
𝑃(𝐴ଶ ∩ 𝐴ଷ) =  𝑃(𝐴ଶ)𝑃(𝐴ଷ)..................................................... (2.4.14) 
 

2.4.3.MUTUALLY INDEPENDENT EVENTS:- 
 

Let 𝑆 denote the sample space for a number of events. The 
events in𝑆 are said to be mutually independent if the probability of the 
simultaneous occurrence of (any) finite number of them is equal to the 
product of their separate probabilities. 

The events  𝐴ଵ, 𝐴ଶ, 𝐴ଷ … … … … 𝐴௡ in a sample space 𝑆 are said 
to be mutually independent if: 
 
𝑃(𝐴௜ଵ ∩ 𝐴௜ଶ ∩ … ∩ 𝐴௜௞) = 𝑃(𝐴௜ଵ)𝑃(𝐴௜ଶ) … 𝑃(𝐴௜௞) ,   𝑘

= 2,3, … 𝑛 … … … … … … … … … … … … … … … . (𝟐. 𝟒. 𝟏𝟓) 
 
Hence, the events are mutually independent if they are independent by 
pairs, and by triplets, and by quadruples, and so on. 

 
  Theorem 2.4.10.If 𝐴, 𝐵, 𝐶 are mutually independent events then 𝐴 ∪ 𝐵 

and 𝐶 are also independent. 
 
 Theorem 2.4.11 If 𝐴, 𝐵 and  𝐶 are random events in a sample space and 

if , 𝐵 and  𝐶 are pairwise independent and 𝐴 is independent of 𝐵 ∪
𝐶,then 𝐴, 𝐵 and 𝐶 are mutually independent. 

 

2.4.4. SOLVED EXAMPLES:- 
 
Example 2.4.4.1. If 𝐴 ∩ 𝐵 = ∅, then show that 𝑃(𝐴) ≤ 𝑃(𝐵ത). 
 
Solution: Since 𝐴 = (𝐴 ∩ 𝐵) ∪ (𝐴 ∩ 𝐵ത) = ∅ ∪ (𝐴 ∩ 𝐵ത) = 𝐴 ∩ 𝐵ത  
                                                                             ( Since𝐴 ∩ 𝐵 = ∅). 

𝐴 ⊆ 𝐵 ഥ ⇒ 𝑃(𝐴) ≤ 𝑃(𝐵ത). 
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* Since 𝐴 ∩ 𝐵 = ∅, we have 𝐴 ⊆ 𝐵 ഥ , which implies that  
  𝑃(𝐴) ≤ 𝑃(𝐵ത) … … … … … … … … … … … … …(2.4.4.1) 
 

Example 2.4.4.2. Let 𝐴and 𝐵 be two events such that 𝑃(𝐴) =
ଷ

ସ
 and 

𝑃(𝐴) =
ହ

଼
, show that  

(𝑎)𝑃(𝐴 ∪ 𝐵) ≥
ଷ

ସ
,and(𝑏)

ଷ

଼
≤ 𝑃(𝐴 ∩ 𝐵) ≤

ହ

଼
. 

 

Solution: We have 𝐴 ⊂ (𝐴⋃𝐵) ⇒ 𝑃(𝐴 ∩ 𝐵) ≤ 𝑃(𝐵) =
ହ

଼
……..(2.4.4.2) 

 Also 𝑃(𝐴 ∪ 𝐵) = 𝑃(𝐴) + 𝑃(𝐵) − 𝑃(𝐴 ∩ 𝐵) ≤ 1 ⇒
ଷ

ସ
+

ହ

଼
− 1 ≤ 𝑃(𝐴 ∩

𝐵).Therefore, 
଺ାହି଼

଼
≤ 𝑃(𝐴 ∩ 𝐵) ⇒

ଷ

଼
≤ 𝑃(𝐴 ∩ 𝐵) … … ….(2.4.4.3) 

From (2.4.3.1) and (2.4.3.2) 
ଷ

଼
≤ 𝑃(𝐴 ∩ 𝐵) ≤

ହ

଼
……(2.4.4.4) 

 
Example 2.4.4.3.For any two events 𝐴 and  𝐵, 
 
𝑃(𝐴⋂𝐵) ≤ 𝑃(𝐴) ≤ 𝑃(𝐴 ∪ 𝐵) ≤ 𝑃(𝐴) + 𝑃(𝐵) ………………(2.4.4.5) 
 
Proof. Since we know that 𝐴 = (𝐴 ∩ 𝐵 ഥ ) ∪ (𝐴 ∩ 𝐵). So by the 

definition of probability 
𝑃(𝐴) = 𝑃[(𝐴 ∩ 𝐵 ഥ ) ∪ (𝐴 ∩ 𝐵)] = 𝑃(𝐴 ∩ 𝐵ത) + 𝑃(𝐴 ∩ 𝐵).Now 𝑃[(𝐴 ∩

𝐵 ഥ )] ≥ 0. Therefore 𝑃(𝐴) ≥ 𝑃(𝐴 ∩ 𝐵) … ….(2.4.4.6) 
Similarly, 𝑃(𝐵) ≥ 𝑃(𝐴 ∩ 𝐵) it implies that 𝑃(𝐵) − 𝑃(𝐴 ∩ 𝐵) ≥ 0. 
𝑃(𝐴 ∪ 𝐵) = 𝑃(𝐴) + 𝑃(𝐵) − 𝑃(𝐴 ∩ 𝐵)………………(2.4.4.7) 
Therefore, 𝑃(𝐴 ∪ 𝐵) ≥ 𝑃(𝐴) it implies that  
𝑃(𝐴) ≤ 𝑃(𝐴 ∩ 𝐵)………(2.4.4.8) 
Also,  
𝑃(𝐴 ∪ 𝐵) ≤ 𝑃(𝐴) + 𝑃(𝐵)…………………………………….(2.4.4.9) 
Hence, from (2.4.4.6), (2.4.4.7), (2.4.4.8)  and (2.4.4.9) we get, 

𝑃(𝐴⋂𝐵) ≤ 𝑃(𝐴) ≤ 𝑃(𝐴 ∪ 𝐵) ≤ 𝑃(𝐴) + 𝑃(𝐵). 
 
Example 2.4.4.4. The odds against Manager 𝑋 settling the wage dispute 

with the workers are 8: 6 and odds in favour of manager 𝑌 setting the 
same dispute are 14: 16. 

 
(i) What is the chance that neither settles the dispute, if they both 

try, independently of each other? 
(ii) What is the probability that dispute will be settled? 

 
Solution: 

(i) Let 𝐴 be the event that the manager 𝑋 will settle the dispute and 
𝐵 be the event that the manager 𝑌 will settle the dispute. Then 
clearly, 

𝑃(𝐴̅) =
଼

଼ା଺
=  

ସ

଻
 it implies that 𝑃(𝐴) = 1 − 𝑃(𝐴̅) =

଺

ଵସ
=

ଷ

଻
. 𝑃(𝐵ത) =

ଵସ

ଵସାଵ
=  

଻

ଵହ
it implies that 𝑃(𝐴) = 1 − 𝑃(𝐵) =

ଵ଺

ଵସାଵ
=

଼

ଵହ
. The 

required probability that neither settles the dispute is given by:  
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𝑃(𝐴̅ ∩ 𝐵ത) = 𝑃(𝐴̅) × 𝑃(𝐵ത) =
ସ

଻
×

଼

ଵହ
=

ଷଶ

ଵ଴ହ
.  (Since 𝐴 and 𝐵 are 

independent it implies that  𝐴̅and 𝐵ത  are also independent events). 
 

(ii) The dispute will be settled if at least one of the managers 𝑋 and 
𝑌settles the dispute. Hence the required probability is given by:  
𝑃(𝐴 ∪ 𝐵)= Probability [at least one of 𝑋 and 𝑌settles the 
dispute.] = 1- Probability [None settles the dispute] = 1 –

𝑃(𝐴̅ ∩ 𝐵ത) = 1 −
ଷଶ

ଵ଴ହ
=

଻ଷ

ଵ଴ହ
. 

 
Example 2.4.4.5.A box contains 6 red, 4 white and 5 black balls. A 

person draws 4 balls from the box at random. Find the probability that 
among the balls drawn there is at least one ball of each other. 

 
Solution: The required event 𝐸 that ‘in a draw of 4 balls from the box at 

random there is at least one ball of each ‘color’, can materialize in the 
following mutually disjoint ways: 

 
(i) 1 red, 1 white and 2 black balls; (ii) 2 red, 1 white and 1 black balls; 

(iii) 1 red, 2 white and 1 black balls. Hence by addition theorem of 
probability, the required probability is given by: 

 
𝑃(𝐸) = 𝑃(𝑖) + 𝑃(𝑖𝑖) + 𝑃(𝑖𝑖𝑖) 

 

=
൫଺

ଵ
൯ × ൫ସ

ଵ
൯ × ൫ହ

ଶ
൯

൫ଵହ
ସ

൯
+

൫଺
ଶ
൯ × ൫ସ

ଵ
൯ × ൫ହ

ଵ
൯

൫ଵହ
ସ

൯
+

൫଺
ଵ
൯ × ൫ସ

ଶ
൯ × ൫ହ

ଵ
൯

൫ଵହ
ସ

൯
 

  = 
ଵ

൫భఱ
ర ൯

[6 × 4 × 10 + 15 × 4 × 5 + 6 × 6 × 5] 

=
4!

15 × 14 × 13 × 12
(240 + 300 + 180)     =

24 × 720 

15 × 14 × 13 × 12
= 0.5275. 

 
Example 6. Data on readership of a certain magazine show that the 

proportion of ‘male’ readers under 35 is 0.40 and over 35 is 0.20. If 
the proportion of readers under 35 is 0.70, find the proportion of 
subscribers that are “females over 35 years”. Also calculate the 
probability that a randomly selected male subscriber is under 35 years 
of age. 

 
Solution. Let us define the following events: 
𝐴: Reader of the magazine is a male. 
𝐵: Reader of the magazine is over 35 years of age. 
Then in usual notations, we are given:  𝑃(𝐴 ∩ 𝐵) = 0.20, 𝑃(𝐴 ∩ 𝐵 ഥ ) =

0.40and𝑃(𝐵ത) = 0.70 ⇒ 𝑃(𝐵) = 0.30. 
 
(𝑖) The proportion of subscribers that are ‘female overover35 years’ is: 

𝑃(𝐴̅ ∩ 𝐵) = 𝑃(𝐵) − 𝑃(𝐴 ∩ 𝐵) = 0.30 − 0.20 − 0.10 = 0.10. 
(𝑖𝑖) The probability that a randomly selected male subscribers is under 

35 years is: 
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𝑃(𝐵ത 𝐴) =
𝑃(𝐴 ∩ 𝐵ത)

𝑃(𝐴)
=

0.40

0.60
ൗ =

2

3
. 

[Since, 𝑃(𝐴) = 𝑃(𝐴 ∩ 𝐵) + 𝑃(𝐴 ∩ 𝐵ത) = 0.20 + 0.40 = 0.60] 
 
 

CHECK YOUR PROGRESS 
 

 
 Problem1.An urn contains 4 tickets numbered 1,2,3,4 and another contains 

6 tickets numbered 2, 4, 6, 7, 8, 9. If one of the two urns is chosen at 
random and a ticket is drawn at random from the chosen urn, find the 
probabilities that the ticket drawn bears the number (i) 2 or 4, (ii) 3, 
(iii) 1 or 9. 

 
  Problem 2. From a city population, the probability of selecting (i) a      

  male or a smoker is 
଻

ଵ଴
, (ii) a male smoker is 

ଶ

ହ
, and (iii) a male, if a   

  smoker is already selected is 
ଶ

ଷ
. Find the probability of selecting (a) a   

  non-smoker, (b) a male (c) a smoker, if a male is first selected. 
 

Problem 3. If𝐴 and 𝐵 are two events such that (𝐴 ∪ 𝐵) =
ହ

଺
, 𝑃(𝐴⋂𝐵) =

ଵ

ଷ
, 𝑃(𝐵) =

ଵ

ଶ
, then the events 𝐴 and 𝐵 are (i) Dependent (ii) 

Independent (iii) Mutually exclusive (iv) None of these. 
 
Problem 4. For two events  𝐴and  𝑃(𝐵) = 0.4, 𝑃(𝐵) = 𝑝, 𝑃(𝐴 ∪ 𝐵) =
.6. Then 𝑝 equals 
(i) 0.2when𝐴 and 𝐵 are mutually disjoint (ii) 0.2 when 𝐴 and 𝐵 are 

independent 
(iii) Not determined in any case (iv) 0.2 when 𝐴 and 𝐵 are dependent 
 

 
 

2.5.BAYES’ THEOREM:- 
 

Bayes’ theorem which was given by Thomas Bayes, a British 
Mathematician, in 𝟏𝟕𝟔𝟑, provides a means for making these 
probability calculations .Bayes' Theorem states that the conditional 
probability of an event, based on the occurrence of another event, is 
equal to the likelihood of the second event given the first event 
multiplied by the probability of the first event. 

 



ADVANCED STATISTICS                                                 MAT 503 

 

 Department of Mathematics 
Uttarakhand Open University Page 22 
 

 To prove the 
Bayes' theorem, 
use the concept of 
conditional 
probability 
formula. 

 
Theorem 2.5.1. Bayes’ 
Theorem. If 
𝐸ଵ, 𝐸ଶ, 𝐸ଷ, … … … … … … . , 𝐸௡

 are mutually disjoint 
events with 𝑃(𝐸௜) ≠
0, (𝑖 = 1,2, … … … … , 𝑛), 
then for any arbitrary 
event 𝐴 which is subset of 
⋃ 𝐸௜

௡
௜ୀଵ  such that 𝑃(𝐴) >

0, we have 
P (𝐸௜ 𝐴⁄ )  =

 ୔(୉౟)୔(஺ ா೔⁄ )

∑  ୔(୉౟)୔(஺ ா೔⁄ )౤
౟సభ

=

 ୔(୉౟)୔(஺ ா೔⁄ )

୔(୅)
; i =

1,2, … … n … …(2.5.1) 

  
THOMAS BAYES 
(1701-1761) 
Fig.2.5.1 

Ref: 
https://en.wikipedia.org/wiki/Thomas_Ba

yes 
 
 
 
 
 
 

 
Proof. Since 𝐴 ⊂ ⋃ 𝐸௜

௡
௜ୀଵ . Since by distributive law we have, 𝐴 = 𝐴 ∩

(⋃ 𝐸௜
௡
௜ୀଵ ) = ⋃ (𝐴 ∩ 𝐸௜)

௡
௜ୀଵ . Since (𝐴 ∩ 𝐸௜) ⊂ 𝐸௜, (𝑖 = 1,2, … . . , 𝑛) are 

mutually disjoint events, we have by addition theorem of probability: 

𝑃(𝐴) = 𝑃{⋃ (𝐴 ∩ 𝐸௜)
௡
௜ୀଵ } = ∑ 𝑃{𝐸௜}

௡
௜ୀଵ  P(𝐴 𝐸௜⁄ )......................(2.5.2) 

 
By multiplication theorem of probability.   
Also we have 𝑃(𝐴 ∩ 𝐸௜) = 𝑃(𝐴)P(𝐸௜ 𝐴⁄ ). 

it implies that 𝑃 ቄ
ா೔

஺
ቅ =

௉(஺∩ா೔)

௉(஺)
=

 ୔(୉౟)୔(஺ ா೔⁄ )

∑  ୔(୉౟)୔(஺ ா೔⁄ )౤
౟సభ

 [from (2.5.2)]. 

 
Remark 2.5.1. 
 
P(Eଵ),P(Eଶ)…..P(E୬) ‘Prior probabilities.’ 

P ൬
A

E୧
൰ , 𝑖 = 1,2, … … 𝑛 

‘likelihoods’ 

𝑃 ൜
𝐸௜

𝐴
ൠ , 𝑖 = 1,2,3, … … . . 𝑛 

‘Posterior probabilities.’ 

 
Remark 2.5.2. If 𝐸ଵ, 𝐸ଶ, 𝐸ଷ, … … … … … … . , 𝐸௡ constitute a   disjoint 
partition of the sample space 𝑆  and 𝑃(𝐸௜) ≠ 0, (𝑖 = 1,2, … … … … , 𝑛), 
then for any arbitrary event 𝐴 in 𝑆 we have, 
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𝑃(𝐴) = ෍  P(E୧)P ൬
A

E୧
൰

୬

୧ୀଵ

… … … … … … … … (𝟐. 𝟓. 𝟑) 

 
Remark 2.5.3.limitations of Bayes Theorem. The Bayesian approach 
has no general way to represent and handle the uncertainty within the 
background knowledge and the prior probability function. This is a 
serious limitation of Bayesianism, both in theory and in application. 

 
Theorem 2.5.4.Bayes’ Theorem for Future Events. The probability 
of the materialisation of another event C,. given 
(𝐶 𝐴⁄ ∩ 𝐸ଵ), 𝑃(𝐶 𝐴 ∩ 𝐸ଶ⁄ ),………… 𝑃(𝐶 𝐴 ∩ 𝐸௡⁄ ) is given by: 

P ൫C
Aൗ ൯ =

∑ ௉(ா೔
೙
೔సభ )௉(஺ ா೔)௉(஼ ா೔⁄⁄ ∩஺)

∑ ௉(ா೔
೙
೔సభ )௉(஺ ா೔)⁄

… … … … … … … … (𝟐. 𝟓. 𝟒)                                                                  

 
 Bayes theorem gives the probability of an “event” with the 

given information on “tests”. There is a difference between 
“events” and “tests”. 
 

  For example there is a test for liver disease, which is different 
from actually having the liver disease, i.e. an event. Rare events 
might be having a higher false positive rate.    
 
 

2.6. SOLVED EXAMPLES:- 
 

Example 2.6.1.Suppose that a product is produced in three 
factoriesX, Y and 𝑍. It is known that factory X produces thrice as many 
items as factoryY, and that factories Y and 𝑍 produce the same number 
of items. Assume that it is known that 3 per cent of the items produced 
by each of the factories 𝑋 and 𝑍 are defective while 5 per cent of those 
manufactured by factory 𝑌 are defective. All the items produced in 
three factories are stoked, and an item of product is selected at random. 

 
(i) What is the probability that this item is defective? 
(ii) If an item selected at random is found to be defective, what 
is the probability that it was produced by factory X, Y and 𝑍 
respectively? 
 

Solution. Let the number of items produced by each of the factories Y 
and 𝑍 be X, Y and 𝑛. Then the number of items produced by the factory 
X is 3𝑛. Let 𝐸ଵ, 𝐸ଶ and 𝐸ଷ denote the events that the items are produced 
by factory X, Y and 𝑍 respectively and let 𝐴 be the event of the item 
being defective. Then we have, 

𝑃(𝐸ଵ) =
ଷ௡

ଷ௡ା௡ା௡
= 0.6; 𝑃(𝐸ଶ) =

௡

ହ௡
= 0.2and 𝑃(𝐸ଶ) =

௡

ହ௡
= 0.2. 

Also,𝑃(𝐴 𝐸ଵ⁄ ) = 𝑃(𝐴 𝐸ଷ⁄ ) = 0.03 and 𝑃(𝐴 𝐸ଶ⁄ ) = 0.05(Given). 
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(i) The probability that an item selected at random from the stock is 
defective is given by: 

𝑃(𝐴) = 𝑃 ൝ራ(𝐴 ∩ 𝐸௜)

ଷ

௜ୀଵ

ൡ = ෍ 𝑃{𝐸௜}

ଷ

௜ୀଵ

 P(𝐴 𝐸௜⁄ ) 

= 𝑃(𝐸ଵ)(𝐴 𝐸ଵ⁄ ) + 𝑃(𝐸ଶ)(𝐴 𝐸ଶ⁄ ) + 𝑃(𝐸ଷ)(𝐴 𝐸ଷ⁄ ) 
= 0.6 × 0.03 + 0.2 × 0.05 + 0.2 × 0.03 = 0.034. 

 
(ii) By Bayes’ Rule, the required probabilities are given by: 

P (𝐸ଵ 𝐴⁄ )  =
 P(Eଵ)P(𝐴 𝐸ଵ⁄ )

P(A)
=

0.6 × 0.03

0.034
=

0.018

0.034
=

9

17
. 

P (𝐸ଶ 𝐴⁄ )  =
 P(Eଶ)P(𝐴 𝐸ଶ⁄ )

P(A)
=

0.2 × 0.05

0.034
=

0.010

0.034
=

5

17
. 

P (Eଷ A⁄ )  =
 P(Eଷ)P(A Eଷ⁄ )

P(A)
=

0.006

0.034
=

3

17
. 

It implies that  P (Eଷ A⁄ ) = 1 − [P (𝐸ଵ 𝐴⁄ ) + P (𝐸ଶ 𝐴⁄ ) ] = 1 −

ቀ
ଽ

ଵ଻
+

ହ

ଵ଻
ቁ =

ଷ

ଵ଻
. 

 
Example 2.6.2.From a vessel containing 3  white and 5 black balls, 4 
balls are transferred into an empty vessel. From this vessel a ball is 
drawn and is found to be white. What is the probability that out of four 
balls transferred 3 are white and 1 is black? 

 
Solution. Let us define the following events: 

𝐸ଵ: Transfer of 0  white and 4 black balls. 
𝐸ଶ: Transfer of 1  white and 3 black balls. 
𝐸ଷ: Transfer of 2  white and 2 black balls. 
𝐸ସ: Transfer of 3  white and 1 black balls 
(Since the urn contains 3  white balls, more than 3  white balls 
cannot be transferred from the vessel) 
𝐸: Drawing of a white ball from the second vessel. 

Then 𝑃(𝐸ଵ) =
൫ఱ

ర൯

൫ఴ
ర൯

 =  
ଵ

ଵସ
, 

𝑃(𝐸ଶ) =
൫య

భ൯×൫ఱ
య൯

൫ఴ
ర൯

 = 
ଷ

଻
, 

𝑃(𝐸ଷ) =
൫య

మ൯×൫ఱ
య൯

൫ఴ
ర൯

 = 
ଷ

଻
, 

𝑃(𝐸ଷ) =
൫య

య൯×൫ఱ
భ൯ 

൫ఴ
ర൯

 = 
ଵ

ଵସ
, 

 

Also P(𝐸 𝐸ଵ⁄ ) = 0, P(𝐸 𝐸ଶ⁄ ) =
ଵ

ସ
,P(𝐸 𝐸ଷ⁄ ) =

ଶ

ସ
, and 

P(𝐸 𝐸ସ⁄ ) =
ଷ

ସ
. 

Hence, by Bayes Theorem, the probability that out of four balls 
transferred, 3 are white and is black is: 
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P (Eସ E⁄ ) =  

1
14

×
3
4

1
14

× 0 +
3
7

× 4 +
3
7

×
1
2

+
1

14
×

3
4

=
3

6 + 12 + 3

=
1

7
= 0.14. 

 
CHECK YOUR PROGRESS 

 

 

 
2.7. SUMMARY:- 

 
          This unit basically based on conditional probability.  We are 
starting with the   Introduction and Objectives. In this unit we are 
giving the definition and proof of Multiplication Theorem of 
Probability. We also explain the Definition of Independent Events and 
Theorems, Pairwise Independent Events, Mutually Independent 
Events. Our main focus in this unit is state and proof of Bayes’ 
Theorem and the problems related with Bayes’ Theorem. 

 

2.8.GLOSSARY:- 
 

i. Probability. 
ii. Conditional probability. 

iii. Independent Events. 
iv. Prior probabilities. 
v. Likelihoods. 

vi. Posterior probabilities. 
 
 
 
 
 

Problem 5.In 2002 there will be three candidates for the 
position of principal –Mr.Chatterji, Mr.Ayangar and 
Dr.Singh-whose chances of getting the appointment are 
in the proportion 4: 2: 3 respectively.The probability that 
Mr.Chatterji if selected would introduce co-education in 
the college is 0.3 The probabilities of Mr.Ayangar and 
Dr. Singh doing the same are respectively  
0.5 and 0.8. 

I. What is probability that there will be co-
education in the college in 2003? 

II. If there is coeducation in the college in 2003, 
what is the probability that Dr.Singh is the 
principal. 



ADVANCED STATISTICS                                                 MAT 503 

 

 Department of Mathematics 
Uttarakhand Open University Page 26 
 

2.9.REFERENCE BOOKS:-  
 

1. S. C. Gupta and V. K. Kapoor, (2020), Fundamentals of 
mathematical statistics, Sultan Chand    & Sons. 

2. Seymour Lipschutz  and John J. Schiller, (2017), Schaum's 
Outline: Introduction to Probability and Statistics, McGraw 
Hill Professional. 

3. J. S. Milton and J. C. Arnold , (2003), Introduction to 
Probability and Statistics (4th Edition), Tata McGraw-Hill. 

4. https://www.wikipedia.org. 
 

2.10.SUGGESTED READINGS  
 

1. A.M. Goon,(1998), Fundamental of Statistics 
(7th Edition), 1998. 

2. R.V. Hogg and A.T. Craig, (2002), Introduction 
to Mathematical Statistics, MacMacMillan, 
2002. 

3. Jim Pitman, (1993), Probability, Springer-
Verlag. 

4. https://archive.nptel.ac.in/courses/111/105/1111
05090 
 

 
2.11. TERMINAL QUESTIONS:- 

 
 
TQ1 State and prove Baye’s Theorem? 
        
..…………………………………………………………………………
………..................................................................................................... 
TQ2 What are the criticisms against the use of Baye’s Theorem in 
probability theory? 
 
......………………………………………………………………………
………….................................................................................................. 
 
TQ3. One shot is fired from each of the three guns. 𝐸ଵ, 𝐸ଶ, 𝐸ଷdenote 
the events that the target is hit by the first, second and third guns 
respectively. If 𝑃(𝐸ଵ) = 0.5, 𝑃(𝐸ଶ) = 0.6 and 𝑃(𝐸ଷ) = 0.8 and 
𝐸ଵ, 𝐸ଶ, 𝐸ଷ, are independent events, find the probability that (𝑎) exactly 
one hit is registered, and (𝑏) at least two hits are registered. 
 
TQ4.Two computers𝐴 and 𝐵 are to be marketed. A salesman who is 
assigned the job of finding customers for them has 60% and 40% 
chances respectively of succeeding in case of computer 𝐴 and 𝐵.The 
two computers can be sold independently. Given that he was able to 
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sell at least one computer, what is the probability that computer 𝐴 has 
been sold? 
 

TQ5. The probabilities of 𝑋, 𝑌 and 𝑍 becoming managers are 
ସ

ଽ
, 

ଶ

ଽ
 and 

ଵ

ଷ
 

respectively. The probabilities that the Bonus Scheme will be 

introduced if , 𝑌 and 𝑍 becomes managers are
ଷ

ଵ଴
, 

ଵ

ଶ
 and 

ସ

ହ
 respectively 

 
(𝑖)What is the probability that Bonus Scheme will be introduced, and  
(ii) if the Bonus Scheme has been introduced, what is the probability 
that the manager appointed was 𝑋? 
 

 
2.12.ANSWER:- 

 
 
Answer of Check your progress Questions:-  
 

CYQ 1: (𝑖)
ହ

ଵଶ
(𝑖𝑖)

ଵ

଼
(𝑖𝑖𝑖)

ହ

ଶସ
. 

 

CYQ 2:(𝑎)
ଷ

ହ
(𝑖𝑖)

ଵ

ଶ
(𝑖𝑖𝑖)

ସ

ହ
. 

 
CYQ3: Independent. 
 
CYQ 4:.0.2 when𝐴 and 𝐵 are mutually disjoint. 
 

CYQ 5: (𝑖)
ଶଷ

ସହ
(𝑖𝑖)

ଵଶ

ଶଷ
. 

 
Answer of Terminal Questions:- 
 
TQ 3: (𝑖)0.26  (𝑖𝑖)0.70. 
 
TQ4:0.79.   
 

TQ5: (𝑖)
ଶଷ

ସହ
(𝑖𝑖)

଺

ଶଷ
. 
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UNIT 3:- RANDOM VARIABLE 
 
CONTENTS: 
 
3.1  Introduction 
3.2 Objectives 
3.3 Random Variable 
3.4 Distribution Functions 
3.5 Discrete Random Variable 

3.5.1. Probability Mass Function 
3.5.2 Discrete Distribution Function 

3.6 Continuous Random Variable 
 3.6.1. Probability Density Function 
 3.6.2. Continuous Distribution Function 
3.7 Solved Examples 
3.8 Summary  
3.9 Glossary 
3.10    References  
3.11 Suggested Readings 
3.12 Terminal Questions  
3.13  Answers  
 

3.1. INTRODUCTION:- 

 
In this unit we are expanding the theory of probability and we 

are describing the concept random variable. The concept of random 
variables was introduced by Pafnuty Chebyshev (1821–1894), who 
in the mid-nineteenth century defined a random variable as “a real 
variable which can assume different values with different 
probabilities” (Spanos 1999, p. 35). The concept is closely tied to 
the theory of probability, which has been studied since the 
seventeenth century. However, the modern understanding of 
random variables and their relation to probability arrived more 
recently, dating to the work by Andrey Kolmogorov (1933).Many 
examples of random variables appear in the social sciences.  

Pafnuty Chebyshev (1821–1894), 
Ref:https://en.wikipedia.org/wiki/Pafnuty_Chebyshev#/media/File:
Pafnuty_Lvovich_Chebyshev.jpg 

Fig3.1.1 
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3.2. OBJECTIVES:- 
 

After studying this unit learner will be able to: 
1. Explain the notion of Random variable. 
2. Analyse the concept of distribution function. 
3. Visualize the Probability Mass/Density Functions 

 

3.3.RANDOM VARIABLE:- 
 

If a real variable 𝑋 be associated with the outcome of a random 
experiment, then since the values which 𝑋 takes depend on chance, it is 
called a random variable .A rule that assigns a real number to each 
outcome is called random variable. The rule is nothing but a function 
of the variable, say, 𝑋 that assigns a unique value to each outcome of 
the random experiment. It is clear that there is a value for each 
outcome, which it takes with certain probability. Thus when a variable 
𝑋 takes the values 𝑥௜ with probability 𝑝௜(𝑖 = 1,2,3, , … . 𝑛), then 𝑋 is 
called random variable or a stochastic variable or simply a variate. 

 
 If a random experiment 𝐸 consists of tossing a pair of dice, the 

sum 𝑋 of the two numbers which turn up have the value 
2,3,4, … … … . .12 depending on chance. Then 𝑋 is the random 
variable. It is function whose values are real numbers and 
depend on chance. 

 If a random experiment 𝐸 consists of two tosses the random 
variable  which is the number of heads (0,1or 2). 
 

Outcome 𝐻𝐻 𝐻𝑇 𝑇𝐻 𝑇𝑇 
Value of 𝑋 2 1 1 0 
 
Thus to each outcome 𝜔, there corresponds a real number 𝑋(𝜔).Since 
the points of the sample space 𝑆 correspond to outcomes, the means 
that a real number, which we denoted by 𝑋(𝜔), is defined for each 
𝜔 ∈ 𝑆. 
 
Definition 3.3.1: Let 𝑆 be the sample space associated with a given 
random experiment. A real – valued function defined on 𝑆 and taking 
values in 𝑅(−∞, ∞) is called a one – dimensional random variable. If 
the function values are ordered pairs of real numbers (i.e., vectors in 
two space), the function is said to be a two – dimensional random 
variable. More generally, an 𝑛 − dimensional random variable is 
simply a function whose domain in  𝑆 and whose range is a collection 
of 𝑛 − tuples of real numbers (vectors in 𝑛 − space). 
 
Let us consider the probability space, the triplet (𝑆, 𝐵, 𝑃), where 𝑆 is 
the sample space, 𝑣𝑖𝑧, 
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space of outcomes, 𝐵 is the 𝜎 − field of subsets in 𝑆, and 𝑃 is a 
probability function on 𝐵. 
 
Definition 3.3.2:A random variable (r.v) is a function X(ω)with 
domain S and range(−∞, ∞) such that for every real number a, the 
event [ω: X(ω) ≤ a] ∈ B. 
 

 One dimensional random variables will be denoted by capital 
letters, 𝑋, 𝑌, 𝑍, … … etc. A typical outcome of the experiment 
(i.e., a typical element of the sample space) will be denoted by 
ω or 𝑒. Thus 𝑋(ω) represents the real number which the 
random variable 𝑋 associates with the outcome ω. The values 
which 𝑋, 𝑌, 𝑍, … … etc., can assume are denoted by lower case 
letters, 𝑣𝑖𝑧., 𝑥, 𝑦, 𝑧, … … …, etc. 

 If 𝑋ଵ and 𝑋ଶ are random variables and 𝐶 is a constant then 
𝐶ଵ𝑋ଵ + 𝐶ଶ𝑋ଶ is a random variable for constants 𝐶ଵ and 𝐶ଶ. In 
particular, 𝑋ଵ − 𝑋ଶ is a random variable. 

  If 𝑋 is a random variable than 

(𝐢)
ଵ

ଡ଼
, where ቀ

ଵ

௑
ቁ (𝜔) = ∞ if 𝑋(𝜔) = 0,        

(ii)𝑋ା(𝜔) = 𝑚𝑎𝑥{0, 𝑋(𝜔)}, 
(iii)𝑋ି(𝜔) = 𝑚𝑎𝑥{0, 𝑋(𝜔)}and 
(iv)|𝑋|, are random variable. 

 If 𝑋ଵ and 𝑋ଶ are random variables, then (𝑖)𝑚𝑎𝑥[𝑋ଵ, 𝑋ଶ], and 
𝑚𝑖𝑛[𝑋ଵ, 𝑋ଶ] are also random variables. 

 If 𝑋 is a random variable and 𝑓(. ) is an increasing function, 
then 𝑓(𝑋) is a random variable. 

  If 𝑓 is a function of bounded variations on every finite interval 
[𝑎, 𝑏], and 𝑋 is a random variable then 𝑓(𝑋) is a random 
variable. 

 
 

3.4.DISTRIBUTION FUNCTION:- 
 
Definition3.4.1. Let 𝑋 be a random variable. The function 𝐹 defined 
for all real 𝑥 by: 

𝐹(𝑥) =   𝑃(𝑋 ≤ 𝑥) = 𝑃{𝜔: 𝑋(𝜔) ≤ 𝑥}, −∞ < 𝑥 < ∞, … … (𝟑. 𝟒. 𝟏) 
 
 
is called the distribution function (d.f.) of the random variable (𝑋). 
 
Remark 3.4.1. A distribution function is also called the cumulative 
distribution function. Sometimes, the notation 𝐹௑(𝑥) is used to 
emphasise the fact that the distribution function is associated with the 
particular random variable (𝑋). Clearly, the domain of the distribution 
function is (−∞, +∞) and its range is [0,1]. 
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Properties. 
 If𝐹 is the distribution function 𝑋 and if 𝑎 < 𝑏, then 𝑃(𝑎 < 𝑋 ≤

𝑏) = 𝐹(𝑏) − 𝐹(𝑎). 
 
Proof. The events′𝑎 < 𝑋 ≤ 𝑏’ and ′𝑋 ≤ 𝑎ᇱare disjoint and their union 
is the event ′𝑋 ≤ 𝑏ᇱ., Hence by addition theorem of probability: 

P(𝑎 < 𝑋 ≤ 𝑏) + 𝑃(𝑋 ≤ 𝑎) = 𝑃(𝑋 ≤ 𝑏) 
⟹ 𝑃(𝑎 < 𝑋 ≤ 𝑏) = 𝑃(𝑋 ≤ 𝑏) − 𝑃(𝑋 ≤ 𝑎)

= 𝐹(𝑏) − 𝐹(𝑎) … … … … … … . (𝟑. 𝟒. 𝟐) 
 
Corollary: 𝑃(𝑎 ≤ 𝑋 ≤ 𝑏) = 𝑃{(𝑋 = 𝑎) ∪ (𝑎 < 𝑋 ≤ 𝑏)} =
𝑃(𝑋 = 𝑎) + 𝑃(𝑎 < 𝑋 ≤ 𝑏)} 

= 𝑃(𝑋 = 𝑎) + [𝐹(𝑏) − 𝐹(𝑎)] … … … … … . . (𝟑. 𝟒. 𝟐𝒂) 
Similarly, we get  

𝑃(𝑎 < 𝑋 < 𝑏) = 𝑃(𝑎 < 𝑋 ≤ 𝑏) − 𝑃(𝑋 = 𝑏)
= 𝐹(𝑏) − 𝐹(𝑎) − 𝑃(𝑋 = 𝑏) … … … … . (𝟑. 𝟒. 𝟐𝒃) 

𝑃(𝑎 < 𝑋 < 𝑏) = 𝑃(𝑎 < 𝑋 < 𝑏) + 𝑃(𝑋 = 𝑎) 
𝑃(𝑎 < 𝑋 < 𝑏) = 𝐹(𝑏) − 𝐹(𝑎) − 𝑃(𝑋 = 𝑏)

+ 𝑃(𝑋 = 𝑎) … … … … . (𝟑. 𝟒. 𝟐𝒄) 
 
Remark 3.4.2.When 𝑃(𝑋 = 𝑎) = 0 and 𝑃(𝑋 = 𝑏) = 0, all four 
events𝑎 ≤ 𝑋 ≤ 𝑏, 
𝑎 < 𝑋 < 𝑏, 𝑎 ≤ 𝑋 < 𝑏 and 𝑎 < 𝑋 ≤ 𝑏 have the same probability 
𝐹(𝑏) − 𝐹(𝑎). 

 If 𝐹 is distribution function of one dimensional random 
variable 𝑋, then (𝑖)0 ≤ 𝐹(𝑥) ≤ 1, (𝑖𝑖)𝐹(𝑥) ≤ 𝐹(𝑦) if 𝑥 < 𝑦. 
In other words, all distribution functions are monotonically 
non-decreasing and lie between 0&1. 

 If𝐹 is distribution function of one dimensional random variable 
𝑋,then 𝐹(−∞) = lim௑⇢ିஶ 𝐹(𝑥) = 0 and 𝐹(∞) =
lim௑⇢ஶ 𝐹(𝑥) = 1. 

 
Proof. Let us express the whole sample space 𝑆 as a countable union 
of disjoint events as follows: 𝑆 =  {⋃ (−𝑛 < 𝑋 ≤ −𝑛 + 1)ஶ

௡ୀଵ } ∪
{⋃ (𝑛 < 𝑋 ≤ 𝑛 + 1)ஶ

௡ୀ଴ } 

⇒ 𝑃(𝑆) = ෍ 𝑃(−𝑛 < 𝑋 ≤ −𝑛 + 1) + ෍ 𝑃(𝑛 < 𝑋 ≤ 𝑛 + 1)

ஶ

௡ୀ଴

ஶ

௡ୀଵ

 

⇒ 1 = lim
௡→ஶ

෍{𝐹(−𝑛 + 1) − 𝐹(−𝑛)}

ஶ

௡ୀଵ

+ lim
௡→ஶ

෍{𝐹(𝑛 + 1) − 𝐹(𝑛)}

ஶ

௡ୀ଴

 

= lim
௡→ஶ

{𝐹(0) − 𝐹(−𝑎)} + lim
௡→ஶ

{𝐹(𝑏 + 1) − 𝐹(0)} 

= {𝐹(0) − 𝐹(−∞)} + {𝐹(∞) − 𝐹(0)} 
∴ 1 = 𝐹(∞) − 𝐹(−∞) … … … … … … … . . (3.4.3) 
∵ −∞ < ∞, 𝐹(−∞) ≤ 𝐹(∞). Also 𝐹(−∞) ≥ 0 and Also 𝐹(∞) ≤ 1. 

∴ 0 ≤ 𝐹(−∞) ≤ 𝐹(∞) ≤ 1 … … … … … … … … … … … … … … (𝟑. 𝟒. 𝟒) 
From (𝟑. 𝟒. 𝟑) and (𝟑. 𝟒. 𝟒), we get 𝐹(−∞) = 0 and 𝐹(∞) = 1. 
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Remark 3.4.3. Discontinuities of𝐹(𝑥) are at most countable. 
 
Remark 3.4.4. 𝐹(𝑎) − 𝐹(𝑎 − 0) = lim

௛→଴
𝑃(𝑎 − ℎ ≤ 𝑋 ≤ 𝑎), ℎ < 0 and 

𝐹(𝑎 + 0) − 𝐹(𝑎) = lim
௛→଴

𝑃(𝑎 ≤ 𝑋 ≤ 𝑎 + ℎ) = 0, ℎ > 0. 

 

3.5.DISCRETE RANDOM VARIABLE:- 

 
A variable which can assume only a countable number of real 

values and for which the value which the variable takes depend on 
chance, is called a discrete random variable (or  discrete stochastic 
variable or discrete chance variable). A real valued function defined on 
a discrete sample space is called a discrete random variable. 
 

 Marks obtained in a test, number of accidents per month, 
number of telephone calls per unit time, number of successes in 
𝑛 trials, and so on. 

 A  page in a book can have at most 300 words, X= 
Number of misprints on a page. 
Solution. 𝑋 = Number of misprints on a page. Since a page 
in a book has at most 300 words, X takes the finite values. 
Therefore, random variable 𝑋 is discrete. Range = 
{0, 1, 2 … .299, 300} 

 

3.5.1. PROBABILITY MASS FUNCTION:- 

 
If 𝑋 is a discrete random variable with distinct values 
𝑥ଵ, 𝑥ଶ, … … … . . 𝑥௡, … … … .. then the function 𝑝(𝑥) defined as: 

𝑝௑(𝑥) = ൜
𝑃(𝑋 = 𝑥௜) = 𝑝௜ , 𝑖𝑓 𝑥 =  𝑥௜

0, 𝑖𝑓 𝑥 ≠ 𝑥௜; 𝑖 = 1,2, … … .
  

 
is called the probability mass function (𝑝. 𝑚. 𝑓. ) of random variable 𝑋. 
The set of ordered pairs {𝑥௜ , 𝑝(𝑥௜); 𝑖 = 1,2, … … . , 𝑛, … … . } or 
{(𝑥ଵ, 𝑝ଵ), (𝑥ଶ, 𝑝ଶ), … … … . , (𝑥௡, 𝑝௡); 𝑖 = 1,2, … … . , 𝑛, … … . }, specifies 
the probability distribution of the random variable 𝑋. 
 

 The numbers 𝑝(𝑥௜); 𝑖 = 1,2, … must satisfy the 
following conditions: 
(i) 𝑝(𝑥௜) ≥ 0∀𝑖, &(𝑖𝑖) ∑ 𝑝(𝑥௜) = 1.ஶ

௜ୀଵ  
 The set of values which 𝑋 takes is called the spectrum 

of the random variable. 
For discrete random variable knowledge of the 
probability mass function enables us to compute 
probabilities of arbitrary events. In fact, if 𝐸 is a set of 
real numbers. (i) 𝑃(𝑋 ∈ 𝐸) = ∑ 𝑝(𝑥),௫∈ா∩ௌ  where 𝑆 is 
the sample space. 
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3.5.2.DISCRETE DISTRIBUTION FUNCTION:- 

 
The distribution function of a discrete random variable is 

defined for all real numbers as the probability that the random variable 
takes a value less than or equal to this real number. In this case there 
are a countable number of points 𝑥ଵ, 𝑥ଶ, 𝑥ଷ … ….and numer  

𝑝௜ ≥ 0, ∑ 𝑝௜ = 1,ஶ
௜ୀଵ such that 𝐹(𝑥) = ∑ 𝑝௜.௜:௫೔ஸ௫  

For example, if 𝑥௜is just the integer𝑖, so that 𝑃(𝑋 = 𝑥௜) = 𝑝௜; 𝑖 =
1,2,3, … … … ., then 𝐹(𝑥) 
Is a “step function” having jump 𝑝, at 𝑖, and being constant between 
each pair of integers. 

𝑓(𝑥) ↑

 
𝑥 ⟶ 

Fig.3.5.2 
 

Theorem 3.5.2.1 𝑝൫𝑥௝൯ = 𝑃൫𝑋 = 𝑥௝൯ = 𝐹൫𝑥௝൯ − 𝐹൫𝑥௝ିଵ൯, where 𝐹 is 
the distribution function of 𝑋. 
 
Proof. Let𝑥ଵ < 𝑥ଶ < ⋯We have, 
𝐹൫𝑥௝൯ = 𝑃൫𝑋 ≤ 𝑥௝൯ = ∑ 𝑝(𝑥௜)

௝
௜ୀଵ  and 𝐹൫𝑥௝ିଵ൯ = 𝑃൫𝑋 ≤ 𝑥௝ିଵ൯ =

∑ 𝑝(𝑥௜)௝ିଵ
௜ୀଵ  
∴ 𝐹൫𝑥௝൯ − 𝐹൫𝑥௝ିଵ൯ = 𝑝൫𝑥௝൯ … … … … … … … … … … … . . (𝟑. 𝟓. 𝟐. 𝟏) 

 

3.6. CONTINUOUS RANDOM VARIABLE:- 

 
A random variable𝑋 is said to be continuous if it can take all 

possible values (integral as well as fractional) between certain limits. 
In other words, a random variable is said to be continuous when it’s 
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different values cannot be put one-one correspondence with a set of 
positive integers. 

 
Fig: 3.6.1 

https://files.askiitians.com/cdn1/images/201737-12581251-5870-3-
random-variables-and-its-probability-distributions.png 

 
The area under the curve y= f(x) bounded by the X-axis and the 

coordinates x = a and x = b is 1, because it represents the total 
probability P(a< X <b) which is equal to 1.Also, P (p < X < q) is area 
under the curve y = f(x) bounded by the X-axis and the coordinates x = 
p and x = q which is shaded in the figure. The graph of the P. D. F 
of R. V. X is called the Probability Curve or Probability Density 
Curve. 
 
Example.age, height, weight, etc. 
Example. A gymnast goes to the gymnasium regularly. X = Reduction 
of his weight in a month. 
Solution 
X = Reduction of weight in a month, X takes uncountable infinite 
values,Therefore, random variable X is continuous. 
 
 

3.6.1.PROBABILITY DENSITY FUNCTION:- 

 
Probability Density Function 𝑓௑(𝑥)of the random variable 𝑋 is defined 
as : 

𝑃(𝛼 ≤ 𝑋 ≤ 𝛽) = න 𝑓(𝑥)𝑑𝑥 … … … … . (𝟑. 𝟔. 𝟏. 𝟏)
ఉ

ఈ

 

The Probability Density Function(𝑝. 𝑑. 𝑓)𝑓௑(𝑥) of the random variable 
𝑋 has the following properties: 

I. 𝑓(𝑥) ≥ 0. 

II. ∫ 𝑓(𝑥)𝑑𝑥 = 1
ାஶ

ିஶ
. 
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III. The probability 𝑃(𝐸) given by: 

𝑃(𝐸) = න 𝑓(𝑥)𝑑𝑥.
ா

 

In case of continuous random variables the probability at a 
point is always zero. 
𝑃(𝑥 = 𝑐) = 0, ∀ Possible values of 𝑐. 
𝑃(𝛼 ≤ 𝑋 ≤ 𝛽) = 𝑃(𝛼 ≤ 𝑋 < 𝛽) = 𝑃(𝛼 < 𝑋 ≤ 𝛽)

= 𝑃(𝛼 < 𝑋 ≤ 𝛽) … … … … … … … … . (𝟑. 𝟔. 𝟏. 𝟐). 
 
 

3.6.2 .CONTINUOUS DISTRIBUTION 
FUNCTION:- 

  
If  𝑋 is continuous random variable with the probability distribution 
function 𝑓(𝑥), then the function: 

𝐹௑(𝑥) = 𝑃(𝑋 ≤ 𝑥) = න 𝑓(𝑡)𝑑𝑡, −∞ < 𝑥 < ∞ … … … … . (𝟑. 𝟔. 𝟐. 𝟏)
௫

ିஶ

 

is called the distribution function or sometimes the cumulative 
distribution of the random variable 𝑋. 

 0 ≤ 𝐹(𝑥) ≤ 1, −∞ < 𝑥 < ∞. 

 𝐹ᇱ(𝑥) =
ௗ

ௗ௫
𝐹(𝑥) = 𝑓(𝑥) ≥ 0                 [∵ 𝑓(𝑥) is 

probability density function]. 
⟹ 𝐹(𝑥) is non-decreasing function of 𝑥. 

 𝐹(−∞) = 0,    𝐹(∞) = 1 ⟹  0 ≤ 𝐹(𝑥) ≤ 1. 
 𝐹(𝑥) is continuous function of 𝑥 on the right. 
 The discontinuities of 𝐹(𝑥) are at the most countable. 
 𝑃(𝑎 ≤ 𝑥 ≤ 𝑏) = 𝐹(𝑏) − 𝐹(𝑎). 
 𝑃(𝑎 < 𝑥 < 𝑏) =  𝑃(𝑎 < 𝑥 ≤ 𝑏) = 𝑃(𝑎 ≤ 𝑥 < 𝑏) =

 ∫ 𝑓(𝑡)𝑑𝑡.
௫

௔
 

 𝐹ᇱ(𝑥) =
ௗ

ௗ௫
𝐹(𝑥) ⇒ 𝑑𝐹(𝑥) = 𝑓(𝑥)𝑑𝑥. 

𝑑𝐹(𝑥) is known as probability differential of 𝑋. 
 
 

3.7.SOLVED EXAMPLES:- 
 
Example 3.7.1.A random variable 𝑋 has the following probability 
function: 
 
Values 
of 𝑋, 𝑥: 

0 1 2 3 4 5 6 7 

𝑝(𝑥) 0 𝑘 2𝑘 2𝑘 3𝑘 𝑘ଶ 2𝑘ଶ 7𝑘ଶ + 𝑘ଶ 
 

i. Find 𝑘, 
ii. Evaluate 𝑃(𝑋 < 6), 𝑃(𝑋 ≥ 6), and 𝑃(0 < 𝑋 < 5), 
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iii. If 𝑃(𝑋 ≤ 𝑎) >
ଵ

ଶ
, find the minimum value of 𝑎, and  

iv. Determine the distribution function of 𝑋. 
 

Solution.  
i. Since∑ 𝑝(𝑥) = 1,଻

௫ୀ଴  
𝑘 + 2𝑘 + 2𝑘 + 3𝑘 + 𝑘ଶ+2𝑘ଶ + 7𝑘ଶ + 𝑘ଶ = 1. 
It implies that 10𝑘ଶ + 9𝑘 − 1 = 0 ⇒ (10𝑘 − 1)(𝑘 + 1) = 0 ⇒

𝑘 =
ଵ

ଵ଴
 𝑜𝑟 − 1. 

But since 𝑝(𝑥) cannot be negative, 𝑘 = −1, is rejected. Hence 

𝑘 =
ଵ

ଵ଴
. 

ii. 𝑃(𝑋 < 6) = 𝑃(𝑋 = 0) + 𝑃(𝑋 = 1) + 𝑃(𝑋 = 2) +
𝑃(𝑋 = 3) + 𝑃(𝑋 = 4) + 𝑃(𝑋 = 5), 

=
1

10
+

2

10
+

3

10
+

1

100
=

81

100
 

Now 𝑃(𝑋 ≥ 6) = 1 −  𝑃(𝑋 < 6) = 1 −
଼ଵ

ଵ଴଴
=

ଵଽ

ଵ଴଴
 

𝑃(0 < 𝑋 < 5)= 𝑃(𝑋 = 1) + 𝑃(𝑋 = 2) + 𝑃(𝑋 = 3) +

𝑃(𝑋 = 4) = 8𝑘 =
ସ

ହ
. 

X 𝐹௑(𝑥) = 𝑃(𝑋 ≤ 𝑥) 
0 0 
1 

𝑘 =
1

10
 

2 
3𝑘 =

3

10
 

3 
5𝑘 =

5

10
=

1

2
 

4 
8𝑘 =

4

5
>

1

2
 

5 
8𝑘 + 𝑘ଶ =

81

100
 

6 
8𝑘 + 3𝑘ଶ =

83

100
 

7 9𝑘 + 10𝑘ଶ =1 
 

iii. (𝑋 ≤ 𝑎) >
ଵ

ଶ
. By trial, we get 𝑎 = 4.  

iv. The distribution function 𝐹௑(𝑥) of 𝑋 is given in the 
adjoining table. 

 
Example 3.7.2.The diameter of an electric cable , say 𝑋, is assume to 
be a continuous random variable with probability density function : 

𝑓(𝑥) = 6𝑥(1 − 𝑥), 0 ≤ 𝑥 ≤ 1. 
(i) Check that 𝑓(𝑥) is probability density function and  
(ii) Determine a number 𝑏, such that for 0 ≤ 𝑥 ≤ 1, 𝑓(𝑥) ≥ 0. 
 
Solution.Obviously,for 0 ≤ 𝑥 ≤ 1, 𝑓(𝑥) ≥ 0. Now 
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න 𝑓(𝑥)𝑑𝑥 = 

ଵ

଴

6 න 𝑥(1 − 𝑥)𝑑𝑥 = 6 න(𝑥 − 𝑥ଶ)𝑑𝑥 = 6 ቤ
𝑥ଶ

2
−

𝑥ଷ

3
ቤ

଴

ଵଵ

଴

ଵ

଴

= 1. 

Hence 𝑓(𝑥) is the probability density function of random variable 𝑋. 
(ii) 𝑃(𝑋 < 𝑏) = 𝑃(𝑋 > 𝑏) 

⇒ න 𝑓(𝑥)𝑑𝑥 = 

௕

଴

න 𝑓(𝑥)𝑑𝑥 ⇒ 6

ଵ

௕

න 𝑥(1 − 𝑥)𝑑𝑥 = 

௕

଴

6 න
𝑥(1 − 𝑥)𝑑𝑥

ଵ

௕

 

⇒ ቚ
௫మ

ଶ
−

௫య

ଷ
ቚ

଴

௕

=ቚ
௫మ

ଶ
−

௫య

ଷ
ቚ

௕

ଵ

⇒ ቀ
௕మ

ଶ
−

௕య

ଷ
ቁ = ቂቀ

ଵ

ଶ
−

ଵ

ଷ
ቁ − ቀ

௕మ

ଶ
−

௕య

ଷ
ቁቃ 

⇒ 3𝑏ଶ − 2𝑏ଷ = (1 − 3𝑏ଶ + 2𝑏ଷ) ⇒ 4𝑏ଷ − 6𝑏ଶ +1=0⇒
(2𝑏 − 1)(2𝑏ଶ − 2𝑏 − 1) = 0. 

Therefore 2𝑏 − 1 = 0 ⟹ 𝑏 =
ଵ

ଶ
 or 2𝑏ଶ − 2𝑏 − 1 = 0 ⇒ 𝑏 =

ଶ∓√ସା଼

ସ
=

ଵ∓√ଷ

ଶ
. Hence 𝑏 =

ଵ

ଶ
, is the only real value lying between 0 and 

satisfying 𝟑. 𝟒. 𝟑. 
 
Example 3.7.3.A continuous random variable 𝑋 with probability 
density function : 

𝑓(𝑥) = 3𝑥ଶ, 0 ≤ 𝑥 ≤ 1. 
 (i) Determine 𝑎 and 𝑏, such that (𝑖), 𝑃(𝑋 ≤ 𝑎) = 𝑃(𝑋 > 𝑎), and (𝑖𝑖), 
𝑃(𝑋 > 𝑏 ) = 0.05  
 
Solution. Since  𝑎 and 𝑏, such that 

 (𝑖), 𝑃(𝑋 ≤ 𝑎) = 𝑃(𝑋 > 𝑎), each must be equal to 
ଵ

ଶ
, because total 

probability is always unity, 
Therefore  

𝑃(𝑋 ≤ 𝑎) =
1

2
⇒ න 𝑓(𝑥)𝑑𝑥 =

1

2

௔

଴

⇒ න 𝑥ଶ𝑑𝑥 = 3 ቤ
𝑥ଷ

3
ቤ

଴

௔௔

଴

=
1

2
⇒ 𝑎

= ൬
1

2
൰

ଵ
ଷ

. 

(𝑖𝑖)𝑃(𝑋 > 𝑏 ) = 0.05 ⇒ න 𝑓(𝑥)𝑑𝑥 = 0.05 ⇒

ଵ

௕

3 ቤ
𝑥ଷ

3
ቤ

଴

ଵ

⟹ 1 − 𝑏ଷ

=
1

20
⇒ 𝑏 = ൬

19

20
൰

ଵ
ଷ

. 

 
Example 3.7.4.A petrol pump is supplied with petrol once a day. If its 
daily volume of sales (𝑋) in thousands of liters is distributed by  

𝑓(𝑥) = 5(1 − 𝑥)ସ, 0 ≤ 𝑥 ≤ 1, 
what must be the capacity of its tank in order that the probability that 
its supply will be exhausted in a given day shall be 0.01? 
 
Solution. Let the capacity of the tank (in ‘000 of liters) be ′𝑎′ such that 

𝑃(𝑋 ≥ 𝑎) = 0.01 ⇒ න 𝑓(𝑥)𝑑𝑥 = 0.01
ଵ

଴
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⇒ ∫ 5(1 − 𝑥)ସ𝑑𝑥 = 0.01
ଵ

଴
 or ቂ5.

(ଵି௫)ఱ

(ିହ)
ቃ

௔

ଵ

= 0.01. 

⟹ (1 − 𝑎)ହ =
ଵ

ଵ଴଴
. 

or 1 − 𝑎 = ቀ
ଵ

ଵ଴଴
ቁ

ଵ ହ⁄

= 1 − 0.3981 = 0.6019. 

Hence the capacity of the tank = 0.6019 × 1,000 liters = 601.9 liters. 
 

CHECK YOUR PROGRESS 
 

 
 
 

3.8. SUMMARY:- 
 

This unit is in important part of Mathematical Statistics.  In 
this unit we are describing the topic random variable and distribution 
function in briefly. The term random variable is often associated with 
the idea that value is subject to variations due to chance and a discrete 
distribution is a random variable   defined as a countable variable. In 
unit we also defined the probability density function and probability 
mass function. 

 
 

The following statements are True\False: 

1. A discrete random variable assigns a whole number 

to each possible outcome of an experiment.   T\F. 

2. A continuous random variable cannot assign whole 

numbers to all the possible outcomes of an 

experiment. T\F. 

3. If 𝑃(𝑋 = 𝑥) = 0 for every x, then 𝑋 = 0. T\F. 

4. A Continuous random variable is one that can assume an 

uncountable number of valueT\F 

5. To be a legitimate probability density function, all 

possible values of 

 f(x) must be non-negative. T\F 

6. To be a legitimate probability density function, all 

possible values of 

 f(x) must lie between 0 and 1(inclusive). T\F 
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3.9. GLOSSARY:- 

 
i. Random variable  

ii. Distribution function 
iii. Probability density function 
iv. Probability mass function. 

 

3.10. REFERENCE BOOKS:-  
 

1. S. C. Gupta and V. K. Kapoor, (2020), Fundamentals of 
mathematical statistics, Sultan Chand    & Sons. 

2. Seymour Lipschutz  and John J. Schiller, (2017), Schaum's 
Outline: Introduction to Probability and Statistics, McGraw 
Hill Professional. 

3. J. S. Milton and J. C. Arnold , (2003), Introduction to 
Probability and Statistics (4th Edition), Tata McGraw-Hill. 

4. https://www.wikipedia.org. 
 

3.11.SUGGESTED READINGS:-  
 

1. A.M. Goon,(1998), Fundamental of Statistics 
(7th Edition), 1998. 

2. R.V. Hogg and A.T. Craig, (2002), Introduction 
to Mathematical Statistics, MacMacMillan, 
2002. 

3. Jim Pitman, (1993), Probability, Springer-
Verlag. 

4. https://archive.nptel.ac.in/courses/111/105/1111
05090 
 

 
3.12.TERMINAL QUESTIONS:- 

 
TQ1. Can you give 5 examples of continuous random variables? 
………………………………………………………………………................
............................................................................................................................ 
TQ2.What are examples of random variables in everyday life? 
………………………………………………………………………................
............................................................................................................................ 
TQ3. (i) Is the function defined as follows a density function? 

𝑓(𝑥) = ൜
𝑒ି௫, 𝑥 ≥ 0
0, 𝑥 < 0.

  

 (ii) If so, determine the probability that the variate having this density with 
fall in the interval (1,2)? 
(iii) Also find the cumulative probability function? 
 
TQ4. A random variable  𝑥 has the following probability function: 
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Values 
of 𝑋, 𝑥: 

-2 -1 0 1 2 3 

𝑝(𝑥) 0.1 𝑘 0.2 2𝑘 0.3 𝑘 
 

i. Find 𝑘. 
ii. Calculate mean. 

iii. Calculate Variance. 
 
 

 
3.13   ANSWER 

 
 
Answer of Check your progress Questions:-  
 
CYQ1. T 
 
CYQ2. T 
 
CYQ3. F 
 
CYQ4. T 
 
CYQ5. T 
 
CYQ6. F 
 
Answer of Terminal Questions:-  
 
TQ3. (i) yes (ii) 0.233 (iii) 0.865. 
 
TQ4. 𝑘 = .1; 𝜇 = .8, 𝜎ଶ = 2.232. 
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UNIT 4:- TRANSFORMATIONS AND 
MOMENT GENERATING FUNCTION 
 
CONTENTS: 
 
4.1. Introduction 
4.2. Objectives 
4.3 Two Dimensional Random Variable 

4.3.1 Joint probability mass function 
4.3.2 Marginal Probability Function 
4.3.3 Conditional Probability Function 

4.4 Two – Dimensional Distribution Function 
4.4.1 Marginal Distribution Functions 
4.4.2 Joint Density Function, Marginal Density Function 
4.4.3Conditional Distribution Function 
4.4.4 Stochastic Independence 

4.5 Transformations 
4.5.1Transformation of One Dimensional Random 
         variable 
4.5.2 Transformation of One Dimensional Random    
           variable 

4.6 Solved Examples 
4.7 Summary  
4.8 Glossary 
4.9 References  
4.10 Suggested Readings 
4.11 Terminal Questions 
4.12 Answers  
 

4.1 INTRODUCTION:- 

In our previous studies we have so far only considered one-
dimensional random variables, i.e. we assumed that the outcome of a 
random experiment could be represented as  a single  number.  
However,  in  many  practical  situations  there  are  several  
characteristics  associated  with  the  elements  of  a  population  or  a  
sample.  For  example,  a  physician is interested in several 
characteristics of a patient, e.g. age, weight, blood pressure, blood 
sugar values etc. In evaluating the competitiveness of the countries of a 
certain community, several characteristics are interesting, as e.g. an 
index of unemployment, stock prices, exchange values etc.In  the  
following  we  restrict  ourselves  to  the  study  of  only  two  
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characteristics,  i.e.  we  consider  two-dimensional  random  variables.  
In this unit we are explaining about the concept of Two Dimensional 
Random Variable, Two – Dimensional Distribution Function and 
notion of transformation of random variable. 

 

4.2 OBJECTIVES:- 

After studying this unit learner will be able to: 

1. Explain the concept of Two Dimensional Random Variable  
2. Evaluate and defined the Two – Dimensional Distribution 

Function. 
3. Analyze the notion of transformation of random variable. 

 

4.3. TWO DIMENSIONAL RANDOM  
VARIABLE:-  
 

Let Let𝑋  and 𝑌 be two random variables defined on the sample 
space 𝑆, then the function (𝑋, 𝑌) that assigns in 𝑅ଶ(= 𝑅 × 𝑅), is called 
a two-dimensional random variable.If the possible values of (𝑋, 𝑌) are 
finite or countably infinite, then (𝑋, 𝑌) is called a two-dimensional 
discrete random variable. When (𝑋, 𝑌) is a two-dimensional discrete 
random variable the possible values of (𝑋, 𝑌) may be represented as 
൫𝑥௜ , 𝑦௝൯, 𝑖 = 1,2,3, … … 𝑛, 𝑗 = 1,2,3, … . 𝑚. 

 
Example:4.3.1. Consider the experiment of tossing a coin twice. The 
sample space is 𝑆 =  {𝐻𝐻, 𝐻𝑇, 𝑇𝐻, 𝑇𝑇}. Let 𝑋 denotes the number of 
heads obtained in the first toss and 𝑌 denote the number of heads in the 
second toss. Then 

S HH HT TH TT 
X(s) 1 1 0 0 
Y(s) 1 0 1 0 

 

(𝑋, 𝑌)is a two-dimensional random variable or bi-variate random 
variable. The range space of (𝑋, 𝑌)is {(1,1), (1,0), (0,1), (0,0)} which 
is finite and so (𝑋, 𝑌)is a two-dimensional discrete random variables. 

 

4.3.1. JOINT  PROBABILITY  MASS  FUNCTION:- 

 Let 𝑋and 𝑌be two dimensional discrete random variable, 
defined on the sample space 𝑆, then the joint discrete function of  𝑋, 𝑌, 
also called the joint probability mass function of 𝑋, 𝑌, denoted by 𝑝௑,௒ 
is defined as : 
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𝑝௑௒൫𝑥௜, 𝑦௝൯ =     ൜
𝑃(𝑋 = 𝑥௜, 𝑌 = 𝑦௝)for a value ൫𝑥௜, 𝑦௝൯ of  (𝑋, 𝑌)  

0, 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
  

                                                                                     ……(4.3.1.1) 

 

Remark 4.3.1. It may be noted that ∑ ∑ 𝑝௑௒൫𝑥௜, 𝑦௝൯ = 1, where the 
summation is taken over all possible values of (𝑋, 𝑌).   

 

4.3.2. MARGINAL PROBABILITY  FUNCTION:- 

Let 𝑋and 𝑌be two dimensional discrete random 
variable, defined on the sample space 𝑆, which takes up 
countable number of values ൫𝑥௜ , 𝑦௝൯. Then the probability 
distributionof 𝑋, is defined asfollows : 

𝑝௑(𝑥௜) =  𝑃(𝑋 = 𝑥௜) 
           =𝑃(𝑋 = 𝑥௜ ∩ 𝑌 = 𝑦ଵ) + 𝑃(𝑋 = 𝑥௜ ∩ 𝑌 = 𝑦ଶ) +
⋯ 𝑃(𝑋 = 𝑥௜ ∩ 𝑌 = 𝑦௠) 

= 𝑝௜ଵ + 𝑝௜ଶ + 𝑝௜ଷା⋯𝑝௜௝ା⋯𝑝௜௠ = ෍ 𝑝௜௝

௠

௝ୀଵ

=  ෍ 𝑝൫𝑥௜ , 𝑦௝൯ =

௠

௝ୀଵ

𝑝௜ … … … … (𝟒. 𝟑. 𝟐. 𝟏) 

and is known as marginal probability mass function or discrete 
marginal density function X. Also ∑ 𝑝௜

௡
௝ୀଵ = 𝑝ଵ + 𝑝ଶ +

𝑝ଷା⋯𝑝௡ =  ∑ ∑ 𝑝௜௝
௠
௝ୀଵ

௡
௝ୀଵ = 1. 

Similarly, we can prove that  
𝑝௒൫𝑦௝൯ = 𝑃൫𝑌 = 𝑦௝൯ = ∑ 𝑝௜௝

௡
௜ୀଵ = 

∑ 𝑝൫𝑥௜ , 𝑦௝൯ =௡
௜ୀଵ 𝑝௝ … … … … … … (𝟒. 𝟑. 𝟐. 𝟐) 

which is the marginal probability mass function of  𝑌. 
 
 

4.3.3 CONDITIONAL PROBABILITY  FUNCTION:- 

Let X  and Y be two dimensional discrete random variable, 
defined on the sample space S. Then the conditional discrete density 
function or the conditional probability mass function of X, given Y = y, 
denoted by 

pଡ଼ ଢ଼⁄ (x y⁄ ) =  
P(X = x, Y = y)

P(Y = y)
, provided P(Y = y)

≠ 0 … … . . (𝟒. 𝟑. 𝟑. 𝟏)  
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Similarly the conditional probability mass function of Y, 
given𝑋 = 𝑥, denoted by 

pଢ଼ ଡ଼⁄ (y x⁄ ) =  
P(X = x, Y = y)

P(X = X)
, provided P(X = x)

≠ 0 … … … … … (𝟒. 𝟑. 𝟑. 𝟐)  
 

A necessary and sufficient condition for the discrete random variables 
X  and Y to be independent is: P൫X = x୧, Y = y୨൯ = P൫X = x୧)P( Y =

y୨) for all values ൫x୧, y୨൯ of (X, Y). … … … … … … … … … … . (𝟒. 𝟑. 𝟑. 𝟑). 

 

4.4. TWO DIMENSIONAL DISTRIBUTION 

FUNCTION :- 

The distribution function of the two dimensional random 
variable (𝑋, 𝑌) is a real  valued  function 𝐹 defined for all real 𝑥 and 𝑦 
by the relation: 

𝐹௑௒(𝑥, 𝑦) = 𝑃(𝑋 ≤ 𝑥, 𝑌 ≤ 𝑦) … … … … … . (𝟒. 𝟑. 𝟏) 
 

 For the real number 𝑎ଵ, 𝑏ଵ, 𝑎ଶ and 𝑏ଶ,  
𝑃(𝑎ଵ < 𝑋 ≤ 𝑏ଵ, 𝑎ଶ < 𝑋 ≤ 𝑏ଶ) 

= 𝐹௑௒(𝑏ଵ, 𝑏ଶ) − 𝐹௑௒(𝑎ଵ, 𝑎ଶ) − 𝐹௑௒(𝑎ଵ, 𝑏ଶ) −
𝐹௑௒(𝑏ଵ, 𝑎ଶ). 

 For the real number 𝑎ଵ, 𝑏ଵ, 𝑎ଶand 𝑏ଶ, let 𝑎ଵ < 𝑎ଶ, 𝑏ଵ <
𝑏ଶ, then  
(𝑋 ≤ 𝑎ଵ, 𝑌 ≤ 𝑎ଶ) + (𝑎ଵ < 𝑋 ≤ 𝑏ଵ, 𝑌 ≤ 𝑎ଶ) =
(𝑋 ≤ 𝑏, 𝑌 ≤ 𝑎ଶ) and the events on the 𝐿. 𝐻. 𝑆 are 
mutually exclusive. 

 𝐹(𝑏ଵ, 𝑎ଶ) −  𝐹(𝑎ଵ, 𝑎ଶ) = 𝑃(𝑎ଵ < 𝑋 ≤ 𝑏ଵ, 𝑌 ≤ 𝑎ଶ). 
 𝐹(𝑏ଵ, 𝑎ଶ) ≥ 𝐹(𝑎ଵ, 𝑎ଶ). 
 𝐹(𝑎ଵ, 𝑏ଶ) ≥ 𝐹(𝑎ଵ, 𝑎ଶ). 
 𝐹(𝑥, 𝑦)is monotonic non-decreasing function. 
 𝐹(−∞, 𝑦) = 0 = 𝐹(𝑥, −∞), 𝐹(−∞, +∞) = 1. 
 If the density function 𝑓(𝑥, 𝑦) is continuous at 

(𝑥, 𝑦),
డమி

డ௫డ௬
= 𝑓(𝑥, 𝑦). 

 
Two-dimensional distribution (e.g. for two different variables or one 
variable at two locations or two times). Surface plot indicates 
multivariate probability density function. Dots indicate sample from 
the distribution. Both the curves are indicate marginal probability 
density functions. 
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4.4.1.MARGINAL  DISTRIBUTION FUNCTION :- 

 
For finding the joint distribution function 𝐹௑௒(𝑥, 𝑦), it is 

possible to obtain the individual distribution functions, 𝐹௑(𝑥) and 
𝐹௒(𝑦) which are termed as marginal distribution fuction of 𝑋 and 𝑌 
respectively with respect to the joint distribution function 𝐹௑௒(𝑥, 𝑦). 

𝐹௑(𝑥) = 𝑃(𝑋 ≤ 𝑥) =  𝑃(𝑋 ≤ 𝑥, 𝑌 < ∞)
= lim

௬⟶ஶ
𝐹௑௒(𝑥, 𝑦) =  𝐹௑௒(𝑥, ∞) … … … . (𝟒. 𝟒. 𝟏) 

Similarly, 
𝐹௒(𝑦) = 𝑃(𝑌 ≤ 𝑦) =  𝑃(𝑋 < ∞, 𝑌 ≤ 𝑦)

= lim
௫⟶ஶ

𝐹௑௒(𝑥, 𝑦) =  𝐹௑௒(∞, 𝑦) … … … . (𝟒. 𝟒. 𝟐) 

 𝐹௑(𝑥) is termed as the marginal distribution function of 𝑋 
corresponding to the joint distribution function 𝐹௑௒(𝑥, 𝑦) and similarly 
𝐹௒(𝑦) is called marginal distribution function of the random variable 
𝑌corresponding to the joint distribution function 𝐹௑௒(𝑥, 𝑦) and 
similarly 𝐹௒(𝑦) is called marginal distribution function of the random 
variable 𝑌 corresponding to the joint distribution function 𝐹௑௒(𝑥, 𝑦). In 
the case of jointly discrete  random variables, the marginal distribution 
functions are given as: 
              𝐹௑(𝑥) = ∑ 𝑃(𝑋 ≤ 𝑥, 𝑌 = 𝑦)௬  and 𝐹௒(𝑦) = ∑ 𝑃(𝑋 = 𝑥, 𝑌 ≤௫

                 𝑦).Similarly in the case of joint continuous random variable,    
            the marginal distribution functions are given as: 

 

𝐹௑(𝑥) =  න ቊන 𝑓௑௒(𝑥, 𝑦)𝑑𝑦
ஶ

ିஶ

ቋ 𝑑𝑥,
௫

ିஶ

𝐹௒(𝑦)

=  න ቊන 𝑓௑௒(𝑥, 𝑦)𝑑𝑦
ஶ

ିஶ

ቋ 𝑑𝑥,
௬

ିஶ

 

 

4.4.2. JOINT DENSITY FUNCTION, MARGINAL 

DENSITY FUNCTION :- 

From the joint distribution function  𝐹௑௒(𝑥, 𝑦) of two-
dimensional continuous random variable, the joint probability density 
function can be evaluated by differentiation as follows: 

𝑓௑௒(𝑥, 𝑦) =
𝜕ଶ𝐹(𝑥, 𝑦)

𝜕𝑥𝜕𝑦

=  𝑙𝑖𝑚ఋ௫⟶଴,ఋ௬⟶௢

𝑃(𝑥 ≤ 𝑋 ≤ 𝑥 + 𝛿𝑥, 𝑦 ≤ 𝑌 ≤ 𝑦 + 𝛿𝑦)

𝛿𝑥𝛿𝑦
… . (𝟒. 𝟒. 𝟐. 𝟏) 

 
“The probability that the point (𝑥, 𝑦) will lie in the infinitesimal 
rectangular region, of area 𝑑𝑥𝑑𝑦 is given by 

𝑃 ൬𝑥 −
1

2
𝑑𝑥 ≤ 𝑋 ≤ 𝑥 +

1

2
𝑑𝑥, 𝑦 −

1

2
𝑑𝑦 ≤ 𝑌 ≤ 𝑦 +

1

2
𝑑𝑦൰

= 𝑑𝐹௑௒(𝑥, 𝑦) … . (𝟒. 𝟒. 𝟐. 𝟐) 
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and is denoted by 𝑓௑௒(𝑥, 𝑦)𝑑𝑥𝑑𝑦, where the function 𝑓௑௒(𝑥, 𝑦) is 
called the joint probability density function of 𝑋 and 𝑌. The marginal 
probability function of 𝑋 and 𝑌 are given respectively as follows: 

 
𝑓௑(𝑥)

=

⎩
⎪
⎨

⎪
⎧ ෍ 𝑝௑௒(𝑥, 𝑦), (𝑓𝑜𝑟 𝑑𝑖𝑠𝑐𝑟𝑒𝑡𝑒 𝑣𝑎𝑟𝑖𝑎𝑏𝑙𝑒𝑠)

௬

න 𝑓௑௒(𝑥, 𝑦)𝑑𝑦, (𝑓𝑜𝑟 𝑐𝑜𝑛𝑡𝑖𝑛𝑢𝑜𝑢𝑠 𝑣𝑎𝑟𝑖𝑎𝑏𝑙𝑒𝑠)
ஶ

ିஶ

… … (𝟒. 𝟒. 𝟐. 𝟑)  

 
and 𝑓௒(𝑦) =

ቊ
∑ 𝑝௑௒(𝑥, 𝑦), (𝑓𝑜𝑟 𝑑𝑖𝑠𝑐𝑟𝑒𝑡𝑒 𝑣𝑎𝑟𝑖𝑎𝑏𝑙𝑒𝑠)௫

∫ 𝑓௑௒(𝑥, 𝑦)𝑑𝑥, (𝑓𝑜𝑟 𝑐𝑜𝑛𝑡𝑖𝑛𝑢𝑜𝑢𝑠 𝑣𝑎𝑟𝑖𝑎𝑏𝑙𝑒𝑠)
ஶ

ିஶ

… … (𝟒. 𝟒. 𝟐. 𝟒)  

 
The marginal probability function of 𝑋 and 𝑌 can be obtained  as 
follows: 

𝑓௑(𝑥) =
ௗி೉(௫)

ௗ௫
= ∫ 𝑓௑௒(𝑥, 𝑦)𝑑𝑦,

ஶ

ିஶ
 ……………(4.4.2.5) 

and 𝑓௒(𝑦) =
ௗிೊ(௬)

ௗ௬
=

∫ 𝑓௑௒(𝑥, 𝑦)𝑑𝑥,
ஶ

ିஶ
……………………….(4.4.2.6) 

 
Remark 4.4.2: If the joint 𝑝. 𝑑. 𝑓(𝑝. 𝑚. 𝑓)𝑓௑௒(𝑥, 𝑦) of two random 
variables 𝑋 and 𝑌, we can obtain individual distributions of 𝑋 and 𝑌 in 
the form of their marginal 𝑝. 𝑑. 𝑓′𝑠(𝑝. 𝑚. 𝑓′𝑠) 𝑓௑(𝑥) and 𝑓௒(𝑦) by using 
(𝟒. 𝟒. 𝟐. 𝟑)and (𝟒. 𝟒. 𝟐. 𝟒). However, the converse is not true it means 
from the marginal distributions of  jointly distributed random variables, 
we cannot determine the joint distributions of these two random 
variables. 

 

4.4.3. CONDITIONAL DISTRIBUTION  
FUNCTION, CONDITIONAL PROBABILITY  
FUNCTION :- 

 
The Conditional distribution  function 
𝐹௒ ௑⁄ (𝑦 𝑥⁄ ) = 𝑃(𝑌 ≤ 𝑦 𝑋 = 𝑥⁄ ) = 𝑃(𝐴 𝑋⁄ = 𝑥) … … (𝟒. 𝟒. 𝟑. 𝟏) 

The joint distribution function 𝐹௑௒(𝑥, 𝑦) may be f expressed in 
terms of the conditional distribution as follows. 

𝑓௑௒(𝑥, 𝑦) = න 𝐹௒ ௑⁄

௫

ିஶ

(𝑦 𝑥⁄ )𝑑𝐹௑(𝑥) … … … … … … … (𝟒. 𝟒. 𝟑. 𝟐) 

𝑓௑௒(𝑥, 𝑦) = න 𝐹௑ ௒⁄

௬

ିஶ

(𝑥 𝑦⁄ )𝑑𝐹௒(𝑦) … … … … … … (𝟒. 𝟒. 𝟑. 𝟐) 

The conditional probability density function of 𝑌 given 𝑋 for two 
random variables 𝑋 and 𝑌 which are jointly continuous 
distributed is defined as follows, for two real numbers 𝑥 and 𝑦: 
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𝑓௒ ௑⁄ (𝑦 𝑥⁄ ) =
𝜕

𝜕𝑦
𝐹௒ ௑⁄ (𝑦 𝑥⁄ ) … … … … … … … … … … (𝟒. 𝟒. 𝟑. 𝟑) 

Remark 4.4.3.𝑓௑(𝑥) > 0, then𝑓௒ ௑⁄ (𝑦 𝑥⁄ ) =
௙೉ೊ(௫,௬)

௙೉(௫)
. 

Remark 4.4.4.𝑓௒(𝑦) > 0, then𝑓௑ ௒⁄ (𝑥 𝑦⁄ ) =
௙೉ೊ(௫,௬)

௙ೊ(௫)
. 

Remark 4.4.5.In terms of the 
differentials,𝑃(𝑥 < 𝑋 ≤ 𝑥 + 𝑑𝑥 𝑦 < 𝑌 ≤ 𝑦 + 𝑑𝑦⁄ ) =
𝑓௑ ௒⁄ (𝑥 𝑦⁄ )𝑑𝑥. 
 

4.4.4.  STOCHASTIC INDEPENDENCE :- 
 
Let us consider two random variables 𝑋 and 𝑌(of discrete 

or continuous type ) with joint 𝑝. 𝑑. 𝑓(𝑝. 𝑚. 𝑓)𝑓௑௒(𝑥, 𝑦) and 
marginal 𝑝. 𝑑. 𝑓(𝑝. 𝑚. 𝑓′𝑠)𝑓௑(𝑥) and 𝑔௒(𝑦) respectively. Then by 
the compound probability theorem: 

𝑓௑௒(𝑥, 𝑦) = 𝑓௑(𝑥)𝑔௒ ௑⁄ (𝑦 𝑥⁄ ) 
where𝑔௒ ௑⁄ (𝑦 𝑥⁄ ) is the conditional 𝑝. 𝑑. 𝑓 of 𝑌 for given 

value of 𝑋 = 𝑥. 
 
If we assume that 𝑔௬ ௫⁄  does not depend on 𝑥,then  by the 

definition of marginal 𝑝. 𝑑. 𝑓(𝑝. 𝑚. 𝑓ᇱ𝑠), the continuous random 
variable 𝑔(𝑦) = 𝑔(𝑦 𝑥⁄ ).  

 
Two random variables 𝑋 and 𝑌 with joint 

𝑝. 𝑑. 𝑓(𝑝. 𝑚. 𝑓)𝑓௑௒(𝑥, 𝑦) and marginal 𝑝. 𝑑. 𝑓(𝑝. 𝑚. 𝑓ᇱ𝑠)𝑓௑(𝑥) 
and 𝑔௒(𝑦) respectively are said to be stochastically independent 
if and only if 
𝑓௑,௒(𝑥, 𝑦) = 𝑓௑(𝑥)𝑔௒(𝑦) … … … … … … … … … … … (𝟒. 𝟒. 𝟑. 𝟏) 

 
 Two jointly distributed random variables 𝑋 and 

𝑌are stochastically independent if and only if their 
joint distribution function 𝐹௑,௒(. , . . ) is the product 
of their marginal distribution function 𝐹௑(. ) and  
𝐺௒(. ) i.e., if for real (𝑥, 𝑦) 
𝐹௫,௬(𝑥, 𝑦) = 𝐹௑(𝑥)𝐺௒(𝑦) … … … … … … (𝟒. 𝟒. 𝟑. 𝟐) 
 

 The variables which are not stochastically 
independent are said to be stochastically 
dependent. 
 

Theorem 4.4.3.Two random variables 𝑋 and 𝑌 withjoint 
𝑝. 𝑑. 𝑓.  𝑓(𝑥, 𝑦) are stochastically independent if and only if 𝑓௑,௒(𝑥, 𝑦) 
can be expressed as the product of a non-negative function of 𝑥 alone 
and a non-negative function of 𝑦 alone, 𝑖. 𝑒., if 

𝑓௑௒(𝑥, 𝑦) = ℎ௑(𝑥)𝑘௒(𝑦) … … … … … (𝟒. 𝟒. 𝟑. 𝟑) 
whereℎ(. ) ≥ 0 and 𝑘(. ) ≥ 0. 
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Proof.If 𝑋 and 𝑌independent then by definition  𝑓௑,௒(𝑥, 𝑦) =
𝑓௑(𝑥)𝑔௒(𝑦). Where 𝑓(𝑥) and 𝑔(𝑦) are marginal 𝑝. 𝑑. 𝑓′𝑠 of 𝑋 and 𝑌. 
Thus condition (4.4.3.3) is satisfied. 
Conversely if (4.4.3.3) satisfied, then we prove that 𝑋 and 𝑌 are 
independent. For continuous random variables 𝑋 and 𝑌, the marginal 
𝑝. 𝑑. 𝑓′𝑠 are given by: 

𝑓௑(𝑥) = න 𝑓(𝑥, 𝑦)𝑑𝑦 = න ℎ(𝑥)𝑘(𝑦)𝑑𝑦 =
ஶ

ିஶ

ஶ

ିஶ

ℎ(𝑥) න 𝑘(𝑦)𝑑𝑦
ஶ

ିஶ

= 𝑐ଵ ℎ(𝑥) … … (𝟒. 𝟒. 𝟑. 𝟒) 
and 

𝑔௒(𝑦) = න 𝑓(𝑥, 𝑦)𝑑𝑦 = න ℎ(𝑥)𝑘(𝑦)𝑑𝑦 =
ஶ

ିஶ

ஶ

ିஶ

𝑘(𝑦) න ℎ(𝑥)𝑑𝑦
ஶ

ିஶ

= 𝑐ଶ 𝑘(𝑦) … … (𝟒. 𝟒. 𝟑. 𝟓) 
where𝑐ଵ and 𝑐ଶ are constants independent of 𝑥 and 𝑦. Moreover, 

න න 𝑓(𝑥, 𝑦)
ஶ

ିஶ

𝑑𝑥𝑑𝑦 = 1 ⇒
ஶ

ିஶ

න න ℎ(𝑥)𝑘(𝑦)
ஶ

ିஶ

𝑑𝑥𝑑𝑦 = 1
ஶ

ିஶ

 

⇒ ቆන ℎ(𝑥)𝑑𝑥
ஶ

ିஶ

ቇ ቆන 𝑘(𝑦)𝑑𝑦
ஶ

ିஶ

ቇ = 1 

⟹ 𝑐ଵ𝑐ଶ = 1   [From(4.4.3.4)  and (4.4.3.5)]………(𝟒. 𝟒. 𝟑. 𝟔) 
Therefore we get, 
𝑓௑௒(𝑥, 𝑦) =  ℎ௑(𝑥)𝑘௒(𝑦) = 𝑐ଵ𝑐ଶℎ௑(𝑥)𝑘௒(𝑦) 

= {𝑐ଵℎ௑(𝑥)}{𝑐ଶ𝑘௒(𝑦)} 
From (𝟒. 𝟒. 𝟑. 𝟒)and (𝟒. 𝟒. 𝟑. 𝟓), 

𝑓௑௒(𝑥, 𝑦) = 𝑓௑(𝑥)𝑔௒(𝑦) 
 
Therefore it implies that 𝑋 and 𝑌are stochastically independent. 
 

If the random variables 𝑋 and 𝑌 are stochastically independent, then 
for all possible  selections of the corresponding pairs of real numbers 
(𝑎ଵ, 𝑏ଵ), (𝑎ଶ, 𝑏ଶ) where 𝑎௜ ≤ 𝑏௜ for all 𝑖 = 1,2 and  where the values 
±∞ are allowed, the events (𝑎ଵ < 𝑋 ≤ 𝑏ଵ)and (𝑎ଶ < 𝑋 ≤ 𝑏ଶ) are 
independent, i.e., 
𝑃{(𝑎ଵ < 𝑋 ≤ 𝑏ଵ) ∩ (𝑎ଶ < 𝑌 ≤ 𝑏ଶ)} =  𝑃(𝑎ଵ < 𝑋 ≤ 𝑏ଵ)𝑃(𝑎ଶ <
𝑋 ≤ 𝑏ଶ)….(𝟒. 𝟒. 𝟑. 𝟕) 
 

 

4.5. TRANSFORMATIONS:- 
 

Let (𝜎, 𝐹, 𝑃) be a probability space where 𝜎 is the set of 
outcomes, 𝐹 is collection of events 𝑃 is the probability measure on the 
sample space (𝜎, 𝐹). Suppose now that we have a random 
variable 𝑋 for the experiment, taking values in a set  𝑆, and a 
function 𝑓 from 𝑆 into another set 𝑇.Then𝑌 = 𝑓(𝑋)is a new random 
variable taking values in 𝑇.If the distribution of 𝑋 is known, how do 
we find the distribution of 𝑌 This is a very basic and important 
question, and in a superficial sense, the solution is easy. Since for 
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𝐵 ⊆ 𝑇, 𝑓ିଵ(𝐵) = {𝑥 ∈ 𝑆: 𝑓(𝑥) ∈ 𝐵} is the inverse image of 𝐵 under 
𝑓. 𝑃(𝑦 ∈ 𝐵) = 𝑃[𝑋 ∈ 𝑓ିଵ(𝐵)]for 𝐵 ⊆ 𝑇. 

 
Fig 4.5.1 

 

4.5.1.TRANSFORMATION OF ONE DIMENSIONAL 
RANDOM VARIABLE:- 

 
Let 𝑋  be a random variable defined on the event space 𝑆 and 

𝑔(. ) be a function such that 𝑌 = 𝑔(𝑋) is also a random variable 
defined on 𝑆. 

 
Theorem 4.5.1.Let 𝑋  be a continuous random variable with 
probability density function (p.d.f) 𝑓௑(𝑥). Let 𝑦 = 𝑔(𝑥) be strictly 
monotonic (increasing or decreasing )  function of 𝑥. Assume that 𝑔(𝑥) 
is differentiable (and continuous ) for all 𝑥.  Then the probability 
density function (p.d.f) ℎ(. ) of the random variable 𝑌 is given by : 

ℎ௒(𝑦) = 𝑓௑(𝑥) ฬ
𝑑𝑥

𝑑𝑦
ฬ, 

where x is expressed in terms of 𝑦, and the range of 𝑌 isdetermined 
from the given range of the variable 𝑋, on using the transformation 
𝑦 = 𝑔(𝑥). 
[By the above theorem we shall deal the problem that given the 
probability density function of a random variable 𝑋, to determine the 
probability density function of a new random variable𝑌 = 𝑔(𝑋)] 

 
Proof.For solving the proof of this theorem, we are taking the two 
cases. 

 

Case (i).𝑦 = 𝑔(𝑥)is strictly increasing function of 𝑥 ቀ𝑖. 𝑒,
ௗ௬

ௗ௫
> 0ቁ. The 

distribution function of 𝑌 is given by:𝐻௒(𝑦) = 𝑃(𝑌 ≤ 𝑦) =
𝑃{𝑔(𝑋) ≤ 𝑦} = 𝑃{𝑋 ≤ 𝑔ିଵ(𝑦)}, the inverse exists and is unique, since 
𝑔(. ) Is strictly increasing. Therefore 𝐻௒(𝑦) =  𝐹௑{𝑔ିଵ(𝑦)},  where 𝐹 
is the distribution function of 𝑋. 𝐻௒(𝑦) =  𝐹௑(𝑥). [∵ 𝑦 = 𝑔(𝑥) ⇒
𝑔ିଵ(𝑦) = 𝑥]. Differentiating with respect to 𝑦, we get  

ℎ௒(𝑦) =
ௗ

ௗ௬
{𝐹௑(𝑥)} =

ௗ

ௗ௫
{𝐹௑(𝑥)}

ௗ௫

ௗ௬
= 𝑓௑(𝑥)

ௗ௫

ௗ௬
………(4.5.1) 

 
Case (ii).𝑦 = 𝑔(𝑥)is strictly monotonic decreasing function of 
𝑥𝐻௒(𝑦) = 𝑃(𝑌 ≤ 𝑦) = 𝑃{𝑔(𝑋) ≤ 𝑦} = 𝑃{𝑋 ≥ 𝑔ିଵ(𝑦)}, 

= 1 − 𝑃{𝑋 ≥ 𝑔ିଵ(𝑦)} = 1 − 𝐹௑{𝑔ିଵ(𝑦)} = 1 − 𝐹௑(𝑥), 
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where 𝑥 =  𝑔ିଵ(𝑦), the inverse exists and is unique. Differentiating 
with respect to 𝑦, we get, 

ℎ௒(𝑦) =
ௗ

ௗ௫
{1 − 𝐹௑(𝑥)}

ௗ௫

ௗ௬
= −𝑓௑(𝑥).

ௗ௫

ௗ௬
= 𝑓௑(𝑥).

ିௗ

ௗ௬
    …(4.5.2). 

It is noted that the algebraic sign (-ve) obtained in (4.5.2) is correct, 
since 𝑦 is a decreasing function of 𝑥 it implies that 𝑥 is a decreasing 

function of 𝑦 or 
ௗ௫

ௗ௬
< 0. From equation (4.5.1) and (4.5.2) ℎ௒(𝑦) =

𝑓௑(𝑥) ቚ
ௗ௫

ௗ௬
ቚ. 

 

4.5.2. TRANSFORMATION OF TWO DIMENSIONAL 
RANDOM VARIABLE:- 

 
Let random variables  𝑈 and 𝑉 be transformed to the random 

variables 𝑋 and 𝑌 by the transformation  𝑢 = 𝑢(𝑥, 𝑦), 𝑣 = 𝑣(𝑥, 𝑦), 
where 𝑢 and 𝑣 are continuously differentiable functions, for which 
Jacobian of  transformation :  

𝐽 =
డ(௫,௬)

డ(௨,௩)
= ቮ

డ(௫)

డ(௨)

డ(௬)

డ(௩)

డ(௫)

డ(௩)

డ(௬)

డ(௩)

ቮ………(4.5.3) 

Is either > 0 or < 0 throughout the (𝑥, 𝑦)  plane so that the inverse 
transformation  is uniquely given by 𝑥 = 𝑥(𝑢, 𝑣), 𝑦 = 𝑦(𝑢, 𝑣). 

  
Theorem 4.5.2.The joint probability density function (p.d.f.)  
𝑔௎௏(𝑢, 𝑣)  of the transformed variables𝑈and 𝑉  is: 𝑔௎௏(𝑢, 𝑣) =
𝑓௑௒(𝑥, 𝑦)|𝐽|,where |𝐽|is the modulus value of the Jacobian of 
transformation and 𝑓(𝑥, 𝑦) is expressed in terms of 𝑢 and 𝑣. 

 
Proof. 𝑃(𝑥 < 𝑋 ≤ 𝑥 + 𝑑𝑥, 𝑦 < 𝑌 ≤ 𝑦 + 𝑑𝑦) = 𝑃(𝑢 < 𝑈 ≤ 𝑢 +
𝑑𝑢, 𝑣 < 𝑉 ≤ +𝑑𝑣). 
It implies that 𝑓௑௒(𝑥, 𝑦)𝑑𝑥𝑑𝑦 = 𝑔௎௏(𝑢, 𝑣)𝑑𝑢𝑑𝑣 

𝑔௎௏(𝑢, 𝑣)𝑑𝑢𝑑𝑣 ⇒ 𝑓௑௒(𝑥, 𝑦) ฬ
𝜕(𝑥, 𝑦)

𝜕(𝑢, 𝑣)
ฬ = 𝑓௑௒(𝑥, 𝑦)𝑑𝑢𝑑𝑣 

𝑔௎௏(𝑢, 𝑣) = 𝑓௑௒(𝑥, 𝑦) ฬ
𝜕(𝑥, 𝑦)

𝜕(𝑢, 𝑣)
ฬ = 𝑓௑௒(𝑥, 𝑦)|𝐽|. 

 

4.6.SOLVED EXAMPLES:- 

 
Example 4.6.1: The joint probability distribution of two 
random variables 𝑋 and 𝑌 is given by : 

 𝑃(𝑋 = 0, 𝑌 = 1) =
ଵ

ଷ
, 𝑃(𝑋 = 1, 𝑌 = −1) =

ଵ

ଷ
, and 𝑃(𝑋 =

             1, 𝑌 = 1) =
ଵ

ଷ
.  

 
(i) Find Marginal distribution of 𝑋 and 𝑌, and  
(ii) Conditional probability distribution of 𝑋 given 𝑌 = 1. 
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Solution.        

  (𝒊)   𝑃(𝑋 = −1)

= ෍ 𝑃(𝑋 = −1, 𝑌 = 𝑦) =

௬

𝑃(𝑋 = −1, 𝑌 = −1)

+ 𝑃(𝑋 = −1, 𝑌 = 0) + 𝑃(𝑋 = −1, 𝑌 = 1) = 0. 

Similarly 𝑃(𝑋 = 0) =
ଵ

ଷ
 

and 𝑃(𝑋 = 1) =
ଶ

ଷ
. 

 
 -1 0 1 Marginal 

(𝑌) 
-1 0 0 1

3
 

1

3
 

0 0 0 0 0 
1 0 1

3
 

1

3
 

2

3
 

Marginal 
(𝑋) 

0 1

3
 

2

3
 

1 

 
Thus Marginal distribution of  𝑋 is: 
 

Values of 𝑋, 𝑥: -1 0 1 
𝑃(𝑋 = 𝑥): 0 1

3
 

2

3
 

 
(𝒊𝒊) The conditional probability distribution of 𝑋 given 𝑌 is: 

𝑃(𝑋 = 𝑥 𝑌 = 𝑦⁄ ) =
P(X = x, Y = y)

P(Y = y)
 

𝑃(𝑋 = −1 𝑌 = 1⁄ ) =
P(X = −1, Y = 1)

P(Y = 1)
= 0 

𝑃(𝑋 = 0 𝑌 = 1⁄ ) =
P(X = 0, Y = 1)

P(Y = 1)
=

1 3⁄

2 3⁄
=

1

2
 

𝑃(𝑋 = 𝑌 = 1⁄ ) =
୔(ଡ଼ୀଵ,ଢ଼ୀଵ)

୔(ଢ଼ୀଵ)
=

ଵ ଷ⁄

ଶ ଷ⁄
=

ଵ

ଶ
. 

 
Thus the conditional distribution of  𝑋 given 𝑌 = 1 is : 
 
Values of 𝑋, 𝑥: -1 0 1 

𝑃(𝑋 = 𝑥 𝑌 = 1⁄ ): 0 1

2
 

1

2
 

 
Example 4.6.2: For the adjoining bivariate  probability distribution of 
two random variables 𝑋 and 𝑌 is find: 

i. 𝑃(𝑋 ≤ 1, 𝑌 = 2),  
ii.  𝑃(𝑋 ≤ 1),  

iii. 𝑃(𝑌 ≤ 3)and  
iv. (𝑋 < 3, 𝑌 ≤ 4) 

Y X 
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 1 2 3 4 5 6 

0 0 0 1

32
 

2

32
 

2

32
 

3

32
 

1 1

16
 

1

16
 

1

8
 

1

8
 

1

8
 

1

8
 

2 1

32
 

1

32
 

1

64
 

1

64
 

0 2

64
 

 
Solution: The marginal distributions are given below: 
 
 1 2 3 4 5 6 𝑝௑(𝑥) 

0 0 0 1

32
 

2

32
 

2

32
 

3

32
 

8

32
 

1 1

16
 

1

16
 

1

8
 

1

8
 

1

8
 

1

8
 

10

16
 

2 1

32
 

1

32
 

1

64
 

1

64
 

0 2

64
 

8

64
 

𝑝௒(𝑦) 3

32
 

3

32
 

11

64
 

13

64
 

6

32
 

16

64
 ෍ 𝑝(𝑥) = 1 

෍ 𝑝(𝑦) = 1 

 
 

i. 𝑃(𝑋 ≤ 1, 𝑌 = 2) = 𝑃(𝑋 = 0, 𝑌 = 2) + 𝑃(𝑋 = 1, 𝑌 = 2) =
ଵ

ଵ଺
 

ii.  𝑃(𝑋 ≤ 1) =  𝑃(𝑋 = 0) + 𝑃(𝑋 = 1) =
଼

ଷଶ
+

ଵ଴

ଵ଺
=

଻

଼
 

iii. 𝑃(𝑌 ≤ 3) =  𝑃(𝑌 = 1) + 𝑃(𝑌 = 2) + 𝑃(𝑌 = 3) =
ଷ

ଷଶ
+

ଷ

ଷଶ
+

ଵଵ

଺ସ
=

ଶଷ

଺ସ
 

iv. (𝑋 < 3, 𝑌 ≤ 4) = 𝑃(𝑋 = 0, 𝑌 ≤ 4) + 𝑃(𝑋 = 1, 𝑌 ≤ 4) +
𝑃(𝑋 = 2, 𝑌 ≤ 4) 

= ቀ
ଵ

ଷଶ
+

ଶ

ଷଶ
ቁ + ቀ

ଵ

ଵ଺
+

ଵ

ଵ଺
+

ଵ

଼
+

ଵ

଼
ቁ + ቀ

ଵ

ଷଶ
+

ଵ

ଷଶ
+

ଵ

଺ସ
+

ଵ

଺ସ
ቁ =

ଽ

ଵ଺
. 

 
Example 4.6.3:Let 𝑓(𝑥, 𝑦) = 𝑐(𝑥ଶ − 𝑦ଶ)𝑒ି௫, 0 ≤ 𝑥 < ∞, −𝑥 ≤ 𝑦 <
𝑥.  
 a) Find 𝑐. 
 b) Find the marginal densities. 
 
Solution: 
a)∫ ∫ 𝑐(𝑥ଶ − 𝑦ଶ)𝑒ି௫௫

ି௫
𝑑𝑦𝑑𝑥 =

ஶ

଴
∫ ∫ 𝑐𝑒ି௫(𝑥ଶ − 𝑦ଶ)

௫

ି௫
𝑑𝑦𝑑𝑥

ஶ

଴
 

= න 𝑐𝑒ି௫ ൬𝑥ଶ𝑦 −
1

3
𝑦ଷ൰

௬ୀି௫

௬ୀ௫

𝑑𝑥
ஶ

଴

 

=
4𝑐

3
Γ(4) 

=
ସ௖

ଷ
. 3! = 1 when𝑐 =

ଵ

଼
 

Y X 

Y X 
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So, 𝑐 =
ଵ

଼
. 

b)𝑓௒(𝑦) = ൝
∫ 𝑓௑௒(𝑥, 𝑦)𝑑𝑥, 𝑦 ≥ 0

ஶ

௬

∫ 𝑓௑௒(𝑥, 𝑦)𝑑𝑥,
ஶ

ି௬
𝑦 < 0.

  

න 𝑓௑௒(𝑥, 𝑦)𝑑𝑥 =  
1

8

ஶ

௬

න (𝑥ଶ − 𝑦ଶ)𝑒ି௫𝑑𝑥 
ஶ

௬

 

=
1

8
ቈቊන 𝑥ଶ𝑒ି௫𝑑𝑥 

ஶ

௬

ቋ − ቊන 𝑦ଶ𝑒ି௫𝑑𝑥 
ஶ

௬

ቋ቉ 

=
1

8
ቈቊන 𝑥ଶ𝑒ି௫𝑑𝑥 

ஶ

௬

ቋ − 𝑦ଶ𝑒ି௬቉ 

Solving the integration ∫ 𝑓௑௒(𝑥, 𝑦)𝑑𝑥 =  
ଵ

ସ

ஶ

௬
𝑒௬(1 + 𝑦)  when 𝑦 ≥ 0 

and  ∫ 𝑓௑௒(𝑥, 𝑦)𝑑𝑥 =
ஶ

ି௬

ଵ

ସ
𝑒௬(1 − 𝑦) when 𝑦 < 0. 

 
Example 4.6.4.For the joint  probability distribution of two random 
variables 𝑋 and 𝑌 given below: 
 
 1 2 3 4 Total 

1 4

36
 

3

36
 

2

36
 

1

36
 

10

36
 

2 1

36
 

3

36
 

3

36
 

2

36
 

9

36
 

3 5

36
 

1

36
 

1

36
 

1

36
 

8

36
 

4 1

36
 

2

36
 

1

36
 

5

36
 

9

36
 

Total 11

36
 

9

36
 

7

36
 

9

36
 

1 

 
I. Marginal distribution of 𝑋 and 𝑌, and  

II. Conditional probability distribution of 𝑋 given 𝑌 = 1 and that 
of 𝑌 given the value of 𝑋 = 2. 
 

Solution:(I)The marginal distributions of 𝑋 is defined as: 

𝑃(𝑋 = 𝑥) = ෍ 𝑃(𝑋 = 𝑥, 𝑌 = 𝑦)

௬

 

Therefore 𝑃(𝑋 = 1) = ∑ 𝑃(𝑋 = 1, 𝑌 = 𝑦)௬  
= 𝑃(𝑋 = 1, 𝑌 = 1) + 𝑃(𝑋 = 1, 𝑌 = 2) + 𝑃(𝑋 = 1, 𝑌 = 3)

+ 𝑃(𝑋 = 1, 𝑌 = 4) 

  =
ସ

ଷ଺
+

ଷ

ଷ଺
+

ଶ

ଷ଺
+

ଵ

ଷ଺
=

ଵ଴

ଷ଺
. 

Similarly 𝑃(𝑋 = 2) = ∑ 𝑃(𝑋 = 2, 𝑌 = 𝑦) =
ଽ

ଷ଺௬ ; 𝑃(𝑋 = 3) =

∑ 𝑃(𝑋 = 3, 𝑌 = 𝑦) =
଼

ଷ଺௬  

and  𝑃(𝑋 = 4) = ∑ 𝑃(𝑋 = 4, 𝑌 = 𝑦) =
ଽ

ଷ଺௬ . 

 Similarly, we can obtain the marginal distribution of 𝑌. 

X Y 



ADVANCED STATISTICS                                                 MAT 503 

 

 Department of Mathematics 
Uttarakhand Open University Page 54 
 

Marginal Distribution of 𝑿 
Values of 

𝑋, 𝑥 
1 2 3 4 

𝑃(𝑋 = 𝑥) 10

36
 

9

36
 

8

36
 

9

36
 

 
Marginal Distribution of 𝒀 

Values of 
𝑌, 𝑦 

1 2 3 4 

𝑃(𝑋 = 𝑦) 11

36
 

9

36
 

7

36
 

9

36
 

 
(II) The Conditional probability distribution of 𝑋 given 𝑌 is defined as 
follows: 

𝑃(𝑋 = 𝑥 𝑌 = 𝑦⁄ ) =
୔(ଡ଼ୀ୶,ଢ଼ୀ୷)

୔(ଢ଼ୀ୷)
. Therefore  

𝑃(𝑋 = 1 𝑌 = 1⁄ ) =
P(X = 1, Y = 1)

P(Y = 1)
=

4 36⁄

11 36⁄
=

4

11
 

𝑃(𝑋 = 2 𝑌 = 1⁄ ) =
P(X = 2, Y = 1)

P(Y = 1)
=

1 36⁄

11 36⁄
=

1

11
 

𝑃(𝑋 = 3 𝑌 = 1⁄ ) =
P(X = 3, Y = 1)

P(Y = 1)
=

5 36⁄

11 36⁄
=

5

11
 

𝑃(𝑋 = 4 𝑌 = 1⁄ ) =
P(X = 4, Y = 1)

P(Y = 1)
=

1 36⁄

11 36⁄
=

1

11
 

Hence the conditional distribution of 𝑋 given 𝑌 = 1 is : 
 

 𝑥: 1 2 3 4 
𝑃(𝑋 = 𝑥 𝑌 = 1⁄ ) 10

36
 

9

36
 

8

36
 

9

36
 

conditional distribution of 𝑌  given 𝑋 = 2 as given below: 
 

 𝑦: 1 2 3 4 
𝑃(𝑌 = 𝑦 𝑋 = 2⁄ ) 1

9
 

1

3
 

1

3
 

2

9
 

 
Example 4.6.5. Let 𝑋 and 𝑌 be jointly distributed with 𝑝. 𝑑. 𝑓.: 

𝑓௑௒(𝑥, 𝑦) = ൝
1

4
(1 + 𝑥𝑦), |𝑥| < 1, |𝑦| < 1

0, 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

  

Show that 𝑋 and 𝑌 are not independent but 𝑋ଶ and 𝑌ଶare independent. 

Solution.𝑓௑(𝑥) = ∫ 𝑓(𝑥, 𝑦)𝑑𝑦 =
ଵ

ସ

ଵ

ିଵ
ቚ𝑦 +

௫௬మ

ଶ
ቚ

ିଵ

ଵ

=
ଵ

ଶ
, −1 < 𝑥 < 1; 

Similarly, 𝑓௒(𝑦) = ∫ 𝑓(𝑥, 𝑦)𝑑𝑦 =
ଵ

ିଵ

ଵ

ଶ
, −1 < 𝑦 < 1; 

𝑓௑௒(𝑥, 𝑦) ≠ 𝑓௑(𝑥)𝑔௒(𝑦) 
Therefore it implies that 𝑋 and 𝑌are not independent. However, 

𝑃(𝑋ଶ ≤ 𝑥) = 𝑃൫|𝑋| ≤ √𝑥൯ = න 𝑓௑(𝑥)𝑑𝑥 = √𝑥
√௫

ି√௫

. . (𝟒. 𝟖. 𝟓) 
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𝑃(𝑋ଶ ≤ 𝑥 ∩ 𝑌ଶ ≤ 𝑦) = 𝑃൫|𝑋| ≤ √𝑥 ∩ |𝑌| ≤ ඥ𝑦൯ 

                                   = ∫ ቂ∫ 𝑓(𝑢, 𝑣)𝑑𝑣√௬

ି√௬
ቃ 𝑑𝑢 =

√௫

ି√௫ √𝑥ඥ𝑦 =

𝑃(𝑋ଶ ≤ 𝑥). 𝑃(𝑌ଶ ≤ 𝑦) 
Hence, 𝑋ଶ and 𝑌ଶ are independent. 

 
Example 4.6.6.If the cumulative distribution function of a continuous 
random variable 𝑋 is 𝐹(𝑥), find the cumulative distribution function of 
: 

(𝑖)𝑌 = 𝑋 + 𝑎,    (𝑖𝑖)𝑌 = 𝑋 − 𝑏 (𝑖𝑖𝑖)𝑌 = 𝑎𝑋 (𝑖𝑣)𝑌 = 𝑋ଷ, 𝑎𝑛𝑑 (𝑣)𝑌
= 𝑋ଶ. 

What  are the corresponding probability density function? 
 
Solution.Let 𝐺(. ) be the cumulative distribution function of  𝑌.Then 
(i)𝐺(𝑥) = 𝑃(𝑌 ≤ 𝑥) = 𝑃(𝑋 + 𝑎 ≤ 𝑥) = 𝑃(𝑋 ≤ 𝑥 − 𝑎) = 𝐹(𝑥 − 𝑎). 
(ii)𝐺(𝑥) = 𝑃(𝑌 ≤ 𝑥) = 𝑃(𝑋 − 𝑏 ≤ 𝑥) = 𝑃(𝑋 ≤ 𝑥 + 𝑏) = 𝐹(𝑥 + 𝑏). 

(iii)𝐺(𝑥) = 𝑃(𝑎𝑋 ≤ 𝑥) = 𝑃൫𝑋 ≤ (𝑥 𝑎⁄ )൯ = 𝐹(𝑥 𝑎⁄ ) 𝑖𝑓 𝑎 > 0and 
𝐺(𝑥) = 𝑃൫𝑋 ≥ (𝑥 𝑎⁄ )൯ = 1 − 𝑃൫𝑋 ≤ (𝑥 𝑎⁄ )൯ = 1 − 𝐹(𝑥 𝑎⁄ ) 𝑖𝑓 𝑎 < 0 
(iv)𝐺(𝑥) = 𝑃(𝑌 ≤ 𝑥) = 𝑃(𝑋ଷ ≤ 𝑥) = 𝑃൫𝑋 ≤ 𝑥ଵ ଷ⁄ ൯ = 𝐹൫𝑥ଵ ଷ⁄ ൯. 
(v) 𝐺(𝑥) = (𝑋ଶ ≤ 𝑥) = ൫−𝑥ଵ ଶ⁄ ≤ 𝑋 ≤ 𝑥ଵ ଶ⁄ ൯ = 𝑃൫𝑋 ≤ 𝑥ଵ ଶ⁄ ൯ −

𝑃൫𝑋 ≤ −𝑥ଵ ଶ⁄ ൯ 

= ቊ
0, 𝑖𝑓 𝑥 < 0

𝐹൫√𝑥൯ − 𝐹൫−√𝑥 − 0൯, 𝑖𝑓 𝑥 > 0.
  

 
Variab

le 
Distribution function 𝒑. 𝒅. 𝒇. 

𝑋 𝐹(𝑥) 𝑓(𝑥) 
𝑋 − 𝑎 𝐹(𝑥 + 𝑎) 𝑓(𝑥 + 𝑎) 

𝑎𝑋 
൜

𝐹(𝑥 𝑎⁄ ), 𝑎 > 0
1 − 𝐹(𝑥 𝑎⁄ ), 𝑎 < 0

  
൞

1

𝑎
𝑓(𝑥 𝑎⁄ ), 𝑎 > 0

−
1

𝑎
𝑓(𝑥 𝑎⁄ ), 𝑎 < 0

  

𝑋ଶ 
ቊ

𝐹൫√𝑥൯ − 𝐹൫−√𝑥 − 0൯𝑓𝑜𝑟 𝑥

1 − 𝐹(𝑥 𝑎⁄ ), 𝑎 < 0 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒ቐ

1

2൫√𝑥൯
ൣ𝑓√𝑥 + 𝑓(−√𝑥)൧, 𝑓𝑜𝑟 𝑥

−0, 𝑓𝑜𝑟  𝑥 ≤ 0
𝑋ଷ 𝐹 ቀ𝑥

భ
యቁ 1

3
𝑓 ቀ𝑥

భ
యቁ .

1

𝑥ଶ ଷ⁄
 

 
Example 4.6.7.Let (𝑋, 𝑌) be a two-dimensional no-negative 
continuous random variable having the joint density: 

𝑓(𝑥, 𝑦) = ൜4𝑥𝑦𝑒ି൫௫మା௬మ൯;௫ஹ଴,௬ஹ଴

0 𝑒𝑙𝑠𝑒𝑤ℎ𝑒𝑟𝑒
  

Prove that the density function of 𝑈 = √𝑋ଶ + 𝑌ଶ is: 

ℎ(𝑢) = ൜2𝑢ଷ𝑒ି௨మ
, 0 ≤ 𝑢 < ∞

0, 𝑒𝑙𝑠𝑒𝑤ℎ𝑒𝑟𝑒
  

 

Solution.Let us make the transformation 𝑢 = ඥ𝑥ଶ + 𝑦ଶ and 𝑣 = 𝑥. 
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⇒ 𝑣 ≥ 0, 𝑢 ≥ 0and𝑢 ≥ 𝑣 or 𝑢 ≥ 0 and 0 ≤ 𝑣 ≤ 𝑢. 
The Jacobian of transformation 𝐽 is given by: 

ଵ

௃
=

డ(௨,௩)

డ(௫,௬)
= ቮ

డ(௨)

డ(௫)

డ(௩)

డ(௫)

డ(௨)

డ(௬)

డ(௩)

డ(௬)

ቮ=ቮ

௫

ඥ௫మା௬మ
1

௬

ඥ௫మା௬మ)
0

ቮ =
ି௬

ඥ௫మା௬మ
 

The joint 𝑝. 𝑑. 𝑓 of 𝑈 and 𝑉 is given by:𝑔௎௏(𝑢, 𝑣) = 𝑓௑௒(𝑥, 𝑦)|𝐽| =

4𝑥𝑦𝑒ି൫௫మା௬మ൯ ฬ−
ඥ௫మା௬మ

௬
ฬ=4𝑥ඥ𝑥ଶ + 𝑦ଶ𝑒ି൫௫మା௬మ൯ 

= ൜4𝑣𝑢. 𝑒ି௨మ
; 𝑢 ≥ 0,0 ≤ 𝑣 ≤ 𝑢

0,                            𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
  

Hence the marginal density function 𝑈 = √𝑋ଶ + 𝑌ଶ is: 

ℎ(𝑢) = න 𝑔(𝑢, 𝑣)𝑑𝑣 =
௨

଴

4𝑢. 𝑒ି௨మ
න 𝑣𝑑𝑣 = ൜2𝑢ଷ𝑒ି௨మ

, 𝑢 ≥ 0
0, 𝑒𝑙𝑠𝑒𝑤ℎ𝑒𝑟𝑒

 
௨

଴

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

𝑓௑,௒(𝑥, 𝑦) = ൜
(𝑥 + 𝑦)  0 ≤ 𝑥 ≤ 1,0 ≤ 𝑦 ≤ 1

0, 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
  

𝑓௑,௒(𝑥, 𝑦) = ൜
𝑘𝑥𝑦  0 < 𝑥 < 1,0 < 𝑦 < 1

0, 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
  

                                 Check your Progress 
Problem1. The joint probability density of the random variable 𝑋 and 𝑌 is: 

𝑓(𝑥, 𝑦) = ቊ
ଵ

ଶ
𝑒ି|௫|ି|௬|,ି∞ழ௫ழ∞

0, −∞ < 𝑦 < ∞
 , The probability that 𝑥 ≤ 1 and 𝑦 ≤ 0. 

a) 
ଵ

ଶ
(2 − 𝑒ିଵ) 

b) 
ଵ

ଶ
(2 − 𝑒ିଶ) 

c) 
ଵ

ସ
(2 − 𝑒ିଵ) 

d) None of the above. 
Problem2.Two random variables 𝑋 and 𝑌 are distributed according to … 

The probability (𝑋 + 𝑌 ≤ 1) is………… 
a) 0.44 
b) 0.22 
c) 0.33 
d) None of the above. 

Problem3.. The joint 𝑝𝑑𝑓 of a bivariate random variable (𝑋, 𝑌) is given by 

Where 𝑘 is constant. The value of 𝑘 is…….. 
a) 1 
b) 2 
c) 3 
d) 4 

Problem4.The condition al probability mass function of X, given Y = y, 
………… 
Problem5..The joint probability density function (p.d.f.)  𝑔௎௏(𝑢, 𝑣)  of the 
transformed variables  𝑈 and 𝑉  is………………………… 
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4.7. SUMMARY:- 

In the previous unit we studied various aspects of the theory of 
a single random variable. In this unit we extend our theory to include 
two random variables one for each coordinator axis 𝑋 and 𝑌 of the 𝑋𝑌 
Plane. The section of transformation studies how the distribution of a 
random variable changes when the variable is transformed in a 
deterministic way. Basically this unit is complete overview concept of 
Two Dimensional Random Variable, Two – Dimensional Distribution 
Function and transformation of random variable. 

 

4.8.GLOSSARY:- 

1. Probability  
2. Sample space 
3. Random Variable 
4. Two Dimensional Random Variable  
5. Two – Dimensional Distribution Function 
6. Probability density function  
7. Probability mass function 
8. Transformations 
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4.11.TERMINAL QUESTIONS:- 

TQ1.A two – dimensional random variable (𝑋, 𝑌) have a bivariate 

distribution given by:    P(X = x, Y = y) =  
௫మା௬

ଷଶ
, for x =

0,1,2,3 and y = 0,1.  Find the marginal distribution of  X and 𝑌. 
TQ2. A two – dimensional random variable (𝑋, 𝑌) have a joint 

probability mass function:p(x, y) =  
ଵ

ଶ଻
(2𝑥 + 𝑦), where x and 𝑦 can 

assume only the integers values 0,1 and 2. Find the conditional 
distribution of 𝑌 for X = x. 
TQ3. Given   f(x, y) = 𝑒ି(௫ା௬); 0 ≤ x < ∞ , 0 ≤ y < ∞. Are X and 𝑌 
independent?Find (𝑖)P(X > 1), (𝑖𝑖)P(X <  Y 𝑋 < 2𝑌⁄ )(𝑖𝑖𝑖)𝑃(1 < 𝑋 +
𝑌 < 2). 
TQ4.Given the joint density function ofX and 𝑌as: 

𝑓(𝑥, 𝑦) = ൝
1

2
𝑥𝑒ି௬; 0 < 𝑥 < 2, 𝑦 > 0

0 𝑒𝑙𝑠𝑒𝑤ℎ𝑒𝑟𝑒

  

Find the distribution of X + Y. 
 

4.12.ANSWERS:- 

Answer of Check your progress Questions: 
 

CYQ 1:   a)
ଵ

ଶ
(2 − 𝑒ିଵ). 

 
CYQ2:  c) 0.33. 
 
CYQ3: d) 4. 
 

CYQ 4: pଡ଼ ଢ଼⁄ (x y⁄ ) =  
୔(ଡ଼ୀ୶,ଢ଼ୀ୷)

୔(ଢ଼ୀ୷)
, provided P(Y = y) ≠ 0. 

 
CYQ 5: 𝑔௎௏(𝑢, 𝑣) = 𝑓௑௒(𝑥, 𝑦)|𝐽|. 
 
Answer of Terminal Questions:-  
 
TQ1.Marginal distribution of 𝑋and 𝑌. 
 
Marginal 
distribution 
of 𝑃(𝑋 = 𝑥) 

1

32
 

3

32
 

9

32
 

19

32
 1 

 
Marginal 
distribution of 
𝑃(𝑌 = 𝑦) 

14

32
 

18

32
 1 
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TQ2. 
 0 1 2 

1 0 1

3
 

2

3
 

2 2

9
 

3

9
 

4

9
 

3 4

15
 

5

15
 

6

15
 

 

TQ3. (𝑖)
ଵ

௘
(𝑖𝑖)

ଷ

ସ
(𝑖𝑖𝑖)

ଶ

௘
−

ଷ

௘మ 

 

TQ4.g(u) = ൞

ଵ

ଶ
(eି୳ + u − 1), 0 < 𝑢 ≤ 2

ଵ

ଶ
eି୳(1 + eଶ), 2 < 𝑢 < ∞

0 elsewhere

  

 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Y X 
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BLOCK- II 
 

GENERATING FUNCTION AND LAW 
OF LARGE NUMBERS 
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UNIT 5:- MATHEMATICAL  
EXPECTATION AND MOMENT 
GENERATION FUNCTION 
 

CONTENTS: 
 
5.1. Introduction 
5.2. Objectives 
5.3.  Moments 
5.4. Mathematical expectation 
5.5. Moment generating function 
5.6. Characteristic function. 
5.7. Solved Examples  
5.8. Summary  
5.9. Glossary 
5.10 References  
5.11. Suggested Readings 
5.12 Terminal Questions  
5.13 Answers  
 

5.1.INTRODUCTION:- 

  
In this unit we are explaining Mathematical expectation, 

Moments, Moment generating function and Characteristic function. 
The general idea of generating function has much wider scope than its 
applications to probability. The proper setting is ``harmonic analysis'' 
which is one of the central and most developed parts of mathematics. 
The birth of the idea can be traced back to Abraham de Moivre (1667-
1754), and his book Doctrine of Chances. Later the same idea was 
developed and applied in number theory (Euler), and most importantly 
in mathematical physics (Fourier). (Characteristic function is a special 
case of Fourier transform). Laplace transform (the moment generating 
function) belongs to the same circle of ideas, and its original use was 
also in probability. All this powerful set of ideas (Generating function, 
Fourier, Laplace and other similar transforms) is called (linear) 
Harmonic analysis and it is one of the most powerful methods of 
mathematics, with applications practically everywhere (in almost all 
areas of mathematics and sciences).  
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Abraham de Moivre  
 26 May 1667 – 27 November 1754)  

https://en.wikipedia.org/wiki/Abraham_de_Moivre#/
media/File:Abraham_de_moivre.jpg 
 

 
 

Fig.5.1.1 
 

5.2. OBJECTIVES:- 
 
After studying this unit learner will be able to: 

. 
1. Explain the Mathematical Expectations and Moments. 
2. Understand the Moment Generating Function 
3. Defined the characteristic function. 
4. Evaluate the moment generating function and characteristic 

function. 
5. Describe the notion of transformation of random variable. 

 

5.3.MOMENTS:- 
 

Moments are a set of statistical parameters to measure a 
distribution. Moments are statistical tools, used in statistical 
investigations. The moments of a distribution are the arithmetic means 
of the various powers of the deviations of items from some given 
number. In simple terms, the moment is a way to measure how spread out 
or concentrated the number in a dataset is around the central value, such 
as the mean.  
 
Moments about an arbitrary number (Raw Moments): The 𝑟th 
moment of a variable 𝑥 about any point 𝑥 = 𝐴, usually denoted by 
𝜇௥

ᇱ (𝑅𝑎𝑤 𝑀𝑜𝑚𝑒𝑛𝑡𝑠) is given by  

𝜇௥
ᇱ =  

1

𝑁
෍ 𝑓௜

௜

(𝑥௜ − 𝐴)௥, ෍ 𝑓௜

௜

= 𝑁 … … … … … . (𝟓. 𝟑. 𝟏) 

                                                                  (For an Individual Series) 

𝜇௥
ᇱ =  

ଵ

ே
∑ 𝑓௜௜ (𝑑௜)௥ ,where𝑑௜ =  𝑥௜ − 𝐴…………(5.3.2) 

(For a Frequency Distribution) 
 
Moments about Mean (Central Moments): The 𝑟th moment of a 
variable 𝑥 about any point 𝑥̅, usually denoted by 𝜇௥(Central Moments) 
is given by:  

𝜇௥ =  
1

𝑁
෍ 𝑓௜

௜

(𝑥௜ − 𝑥̅)௥ , ෍ 𝑓௜

௜

= 𝑁 … … … … … . (𝟓. 𝟑. 𝟑) ) 

(For an Individual Series) 
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𝜇௥
ᇱ =  

ଵ

ே
∑ 𝑓௜௜ (𝑧௜)

௥,where𝑧௜ =  𝑥௜ − 𝑥̅………(5.3.4) 

(For a Frequency Distribution) 

Therefore 𝜇଴ =  
ଵ

ே
∑ 𝑓௜௜ (𝑥௜ − 𝑥̅)଴ = 𝜇௥ =  

ଵ

ே
∑ 𝑓௜௜ =  

ଵ

ே
. 𝑁 =  𝜇଴ = 1  

and  𝜇ଵ =  
ଵ

ே
∑ 𝑓௜௜ (𝑥௜ − 𝑥̅) =

ଵ

ே
∑ 𝑓௜௜ 𝑥௜ −

ଵ

ே
∑ 𝑓௜௜ 𝑥̅ = 𝑥̅ −

ଵ

ே
𝑁. 𝑥̅ = 

0.𝜇ଶ =  
ଵ

ே
∑ 𝑓௜௜ (𝑥௜ − 𝑥̅)ଶ = 𝜎ଶ. 

If 𝑑௜ =  𝑥௜ − 𝐴, then  𝑥̅ = 𝐴 + 
ଵ

ே
∑ 𝑓௜௜ 𝑑௜ = 𝐴 + 𝜇ଵ

ᇱ ……………(5.3.5) 

 
Relation Between Moments about Mean in Terms of Moments 
about Any Point and Vice Versa. 
 

𝜇௥ =  
ଵ

ே
∑ 𝑓௜௜ (𝑥௜ − 𝑥̅)௥ = 𝜇௥ =  

ଵ

ே
∑ 𝑓௜௜ (𝑥௜ − 𝐴 + 𝐴 − 𝑥̅)௥ =

 
ଵ

ே
∑ 𝑓௜௜ (𝑑௜ + 𝐴 − 𝑥̅)௥where𝑑௜ =  𝑥௜ − 𝐴. Using (4.4.5), we get 

𝜇௥ =  
1

𝑁
෍ 𝑓௜

௜

(𝑑௜ − 𝜇ଵ
ᇱ)௥ 

=
1

𝑁
෍ 𝑓௜

௜

(𝑑௜
௥ − ቀ

𝑟

1
ቁ 𝑑௜

௥ିଵ𝜇ଵ
ᇱ

+ ቀ
𝑟

2
ቁ 𝑑௜

௥ିଶ(𝜇ଵ
ᇱ)ଶ− ቀ

𝑟

3
ቁ 𝑑௜

௥ିଷ(𝜇ଵ
ᇱ)ଷ + ⋯ (−1)௥(𝜇ଵ

ᇱ)௥ 

𝜇௥ =  𝜇௥
ᇱ − ൫௥

ଵ
൯𝜇௥ିଵ

ᇱ𝜇ଵ
ᇱ + ൫௥

ଵ
൯𝜇௥ିଶ

ᇱ𝜇௥ିଶ
ᇱ-(−1)௥(𝜇ଵ

ᇱ)௥ …......(5.3.6) 
 

In particular, on putting 𝑟 = 2, 3 & 4 in (5.3.6) and simplifying, we get 
𝜇ଶ =  𝜇ଶ

ᇱ − 𝜇ଵ
ᇱమ

, 

𝜇ଷ =  𝜇ଷ
ᇱ − 3𝜇ଶ

ᇱ𝜇ଵ
ᇱ + 2𝜇ଵ

ᇱయ
,   

𝜇ସ =  𝜇ସ
ᇱ − 4𝜇ଷ

ᇱ𝜇ଵ
ᇱ + 6𝜇ଶ

ᇱ𝜇ଵ
ᇱమ

− 3𝜇ଵ
ᇱర

 
Simililary, 

𝜇௥
ᇱ =  

ଵ

ே
∑ 𝑓௜௜ ൫𝑧௜

௥ + ൫௥
ଵ
൯𝑧௜

௥ିଵ𝜇ଵ
ᇱ + ൫௥

ଶ
൯𝑧௜

௥ିଶ𝜇ଵ
ᇱమ

… … … … . 𝜇ଵ
ᇱೝ

൯ 

      =  
ଵ

ே
∑ 𝑓௜௜ ൫𝑧௜

௥ + ൫௥
ଵ
൯𝑧௜

௥ିଵ𝜇ଵ
ᇱ + ൫௥

ଶ
൯𝑧௜

௥ିଶ𝜇ଵ
ᇱమ

… … … 𝜇ଵ
ᇱೝ

൯ 

     = 𝜇௥ + ൫௥
ଵ
൯𝜇௥ିଵ𝜇ଵ

ᇱ + ൫௥
ଶ
൯𝜇௥ିଶ𝜇ଵ

ᇱమ
+ ⋯ 𝜇ଵ

ᇱೝ
.   From (5.3.5) 

In particular, on putting 𝑟 = 2,3&4  and noting that 𝜇ଵ = 0, we get 
𝜇ଶ

ᇱ = 𝜇ଶ + 𝜇ଵ
ᇱమ

 
𝜇ଷ

ᇱ = 𝜇ଷ + 3𝜇ଶ𝜇ଵ
ᇱమ

+ 𝜇ଵ
ᇱయ

 
𝜇ସ

ᇱ = 𝜇ସ + 4𝜇ଷ𝜇ଵ
ᇱ + 6𝜇ଶ𝜇ଵ

ᇱమ
+ 𝜇ଵ

ᇱర
 

 
Moments about the Origin :The 𝑟th moment about the origin 𝜈௥is 
defined as 

𝜈௥ =  
ଵ

ே
∑ 𝑓௜𝑥௜

௡
௜ୀଵ

௥
, 𝑟 = 0,1,2 … … ….where, 𝑁 = ∑ 𝑓௜௜  

Putting𝑟 = 0,1,2,.. 

𝜈଴ = 1, 𝜈ଵ =  𝑥,ഥ 𝜈ଶ =  
1

𝑁
෍ 𝑓௜𝑥௜

ଶ

௡

௜ୀଵ
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Relation Between Moments about Origin and about Mean: 

𝜈௥ =  
1

𝑁
෍ 𝑓௜

௡

௜ୀଵ

𝑥௜
௥ ; 𝑟 = 0,1,2 … … …. 

=
ଵ

ே
∑ 𝑓௜

௡
௜ୀଵ [(𝑥௜ − 𝐴)௥ + ൫௥

ଵ
൯(𝑥௜ − 𝐴)௥ିଵ. 𝐴 + ⋯ 𝐴௥] 

If we take, 𝐴 =  𝑥 ഥ  (for 𝜇௥ ) then 
𝜈௥ =  𝜇௥ + ൫௥

ଵ
൯𝜇௥ିଵ𝑥 ഥ  + ൫௥

ଶ
൯𝜇௥ିଶ𝑥 ഥ ଶ + ⋯ 𝐴௥………………(5.3.7) 

𝜈ଵ =  𝑥 ഥ  
𝜈ଶ =  𝜇ଶ + 𝑥̅ଶ 
𝜈ଷ =  𝜇ଷ + 3𝜇ଶ𝑥̅ଶ + 𝑥̅ଷ 
𝜈ସ =  𝜇ସ + 4𝜇ଷ𝑥 ഥ +  6𝜇ଶ𝑥̅ଶ + 𝑥̅ସ. 
 
Sheppard’s Corrections for Moments: While computing moments 
for frequency distribution with class intervals, we take variable 𝑥 as 
the mid-point of class-intervals which means that we have assumed the 
frequencies concentrated at the mid-points of class-intervals.  
The above assumption is true when the distribution is symmetrical and 

the number of class intervals is not greater than 
ଵ

ଶ଴

௧௛
of the range, 

otherwise the computation of moments with have certain error called 
grouping error. This error is corrected by the following formulae given 

by W.F.Sheppard. 𝜇ଶ(corrected) = 𝜇ଶ −
௛మ

ଵଶ
.   𝜇ସ(corrected) = 𝜇ସ −

ଵ

ଶ
ℎଶ𝜇ଶ +

଻

ଶସ଴
ℎସ 

where ℎ is the width of class-interval while 𝜇ଵ and 𝜇ଷ require no 
correction. These formulae are known as Sheppard’s Corrections. 
 
Karl Pearson’s 𝜷 and 𝜸 Coefficients: Karl Pearson defined the 
following four coefficients, based upon the first four moments about 
mean: 

𝛽ଵ =
ఓయ

మ

ఓమ
య , 𝛾ଵ =  +ඥ𝛽ଵand𝛽ଶ =

ఓర

ఓమ
మ ,𝛾ଶ =  𝛽ଶ − 3………………(5.3.8) 

The practical use of these coefficients is to measure the 
skewness and kurtosis of a frequency distribution. These coefficients 
are pure numbers independent of units of measurement.  

 The mean, which indicates the central tendency of a 
distribution. 

 The second moment is the variance, which indicates the width 
or deviation. 
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Symmetrical Distribut
ion. 
A distribution is said to 
be symmetrical when 
the distribution on 
either side of the mean 
is a mirror image of 
theother. In a 
symmetrical 
distribution, mean = 
median = mode.If a 
distribution is non-
symmetrical, it is said 
to be skewed. 

 

Fig 5.3.1 

 
Skewness. Skewness is a measure of symmetry, or more precisely, the 
lack of symmetry in a frequency distribution.Skewness is positive if 
the longer tail of the distribution lies towards the right and negative if 
it lies towards the left. 
 
Moment coefficient of skewness = 

ఓయ

ටఓమ
య
 

 If arithmetic mean <  Mode (negative skewed). 
 If arithmetic mean >  Mode (positive skewed). 
  If Sum of frequencies of values less than mode = sum of 

frequencies greater than mode it implies no skewness. 
 

 
Fig.5.3.2 

 
Fig.5.3.3. 
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Kurtosis. Kurtosis is 
a statistical measure 
used to describe a 
characteristic of a 
dataset. When 
normally distributed 
data is plotted on a 
graph, it generally 
takes the form of an 
upside down bell. 
This is called the bell 
curve. The plotted 
data that are furthest 
from the mean of the 
data usually form the 
tails on each side of 
the curve. Kurtosis 
indicates how much 
data resides in the 
tails. The relative 
flatness of the top is 
called kurtosis. 
 

 
Fig.5.3.4. 

Difference between skewness and kurtosis? 
 
Skewness and kurtosis are both important measures of a distribution's 
shape. Skewness measures the asymmetry of a distribution. Kurtosis 
measures the heaviness of a distribution's tails relative to a normal 
distribution. 
  
Measure of Kurtosis:  The measure of kurtosis is denoted by𝛽ଶ and is 
defined as: 

𝛽ଶ =
𝜇ସ

𝜇ଶ
ଶ 

 If 𝛽ଶ > 3 , the distribution is leptokurtic (𝛾ଶ > 0). 
 If 𝛽ଶ < 3 , the distribution is platykurtic (𝛾ଶ < 0). 
 If 𝛽ଶ = 3 , the distribution is mesokurtic (𝛾ଶ = 0). 

 
 

5.4.MATHEMATICAL EXPECTATION:- 
 

The expected value of a discrete random variable is weighted 
average of all possible values of the random variable, where the 
weights are the probabilities associated with the corresponding values.  
The notation is 𝐸(𝑋)and 𝐸[𝑋]. Another popular notation is  𝜇௑, 
whereas < 𝑋 >, < 𝑋 >௔௩, and are commonly used in 
physics and M(X) in Russian-language literature. The mathematical 
expression for computing the expected value of a discrete random 
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variable 𝑋 with probability mass function (𝑝. 𝑚. 𝑓. )𝑓(𝑥) is given 
below: 
 
𝐸(𝑋) = ∑ 𝑥𝑓(𝑥)௫ (for discrete random variable) ……………(5.4.1). 
 
The mathematical expression for computing the expected value of a 
continuous random variable 𝑋 with probability density function 
(𝑝. 𝑑. 𝑓. )𝑓(𝑥) is, however, as follows: 

𝐸(𝑋) = ∫ 𝑥𝑓(𝑥)𝑑𝑥,
ାஶ

ିஶ
(for continuous random variable) ……(5.4.2). 

provided the right, hand integral (5.4.1) and (5.4.2) is absolutely 
convergent, 
 

i.e., provided ∫ |𝑥𝑓(𝑥)|𝑑𝑥 =  ∫ |𝑥|𝑓(𝑥)𝑑𝑥
ାஶ

ିஶ
< ∞

ାஶ

ିஶ
… … . (𝟓. 𝟒. 𝟑) 

or ∑ |𝑥𝑓(𝑥)| = ∑ |𝑥|௫௫ 𝑓(𝑥) < ∞ … … … … … … … … … … … (𝟓. 𝟒. 𝟒) 
 
Remark5.4.1: It should be clearly understood that although 𝑋 has an 
expectation only if L.H.S. in (5.4.3) or (5.4.4) exists, i.e., converges to 
a finite limit, its value is given by (5.4.3) or (5.4.4). 
Remark 5.4.2:𝐸(𝑋) exists if 𝐸|𝑋| exists. 
Remark 5.4.3:Var𝑋= 𝑃(𝐴)𝑃(𝐴̅). 
 
Expected value of function of a random variable: 
 Consider a random variable with 𝑝. 𝑑. 𝑓 (𝑝. 𝑚. 𝑓. )𝑓(𝑥) and 
distribution function 𝐹(𝑥). If 𝑔(. ) Is a function such that  𝑔(𝑋) is a 
random variable and 𝐸[𝑔(𝑋)] exists (i.e., is defined), then  

𝐸(𝑋) = ∫ 𝑔(𝑥)𝑓(𝑥)𝑑𝑥,
ାஶ

ିஶ
(for continuous random variable) … (𝟓. 𝟒. 𝟓) 

𝐸(𝑋) = ∑ 𝑔(𝑥)𝑓(𝑥)௫ (for discrete random variable) … … … (𝟓. 𝟒. 𝟔) 
 
Remark 5.4.5: 
𝜇௥

ᇱ (about origin) = 𝐸(𝑋௥). 𝜇ଵ
ᇱ (about origin) = 𝐸(𝑋) and 𝜇ଶ

ᇱ (about 
origin) = 𝐸(𝑋ଶ). 
Mean = 𝑥̅ = 𝜇ଵ

ᇱ (about origin) = 𝐸(𝑋)and  𝜇ଶ =  𝜇ଶ
ᇱ − 𝜇ଵ

ᇱమ
=  𝐸(𝑋ଶ) −

{𝐸(𝑋)}ଶ, 
𝜇ଶ = 𝐸[𝑋 − 𝐸(𝑋)]ଶ = ∫ (𝑥 − 𝑥̅)ଶ𝑓(𝑥)𝑑𝑥

ஶ

ିஶ
………………(5.4.6a) 

 
Remark 5.4.6: 𝐸(𝑐) = 𝑐 ………………………………(5.4.7b) 
 
Properties of Expectation: 

 If 𝑋 and 𝑌 are random variables, then 𝐸(𝑋 + 𝑌) = 𝐸(𝑋) +
𝐸(𝑌), … … … … … … . . (𝟓. 𝟒. 𝟕) 
Provided all the expectations exist. 

 If 𝑋 and 𝑌 are random variables, then 
𝐸(𝑋𝑌) = 𝐸(𝑋). 𝐸(𝑌), … … … … … … . . (𝟓. 𝟒. 𝟖) 

 If 𝑋 is a  random variable and ′𝑎′ is constant, then 
(𝑖)𝐸[𝑎𝜓(𝑋)] = 𝑎𝐸[𝜓(𝑋)] … … … … … … … (𝟓. 𝟒. 𝟗) 
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(𝑖)𝐸[𝜓(𝑋) + 𝑎] = 𝐸[𝜓(𝑋)] + 𝑎 … … … … … … … (𝟓. 𝟒. 𝟏𝟎) 
 If 𝑋 is a  random variable and 𝑎 and 𝑏 are constants, then 

𝐸[𝑎𝑋 + 𝑏] = 𝑎𝐸[𝑋] + 𝑏, 
 If 𝑋 is a  random variable thus 𝐸(𝑋ଶ) ≠ [𝐸(𝑋)]ଶ … (𝟓. 𝟒. 𝟏𝟏) 
 𝐸[𝑔(𝑋)] = 𝑔{𝐸(𝑋)}. … … … … … … … … … (𝟓. 𝟒. 𝟏𝟐) 

 
 Let 𝑋ଵ, 𝑋ଶ, 𝑋ଷ … … … … 𝑋௡ be any 𝑛 random variables and if 

𝑎ଵ, 𝑎ଶ, 𝑎ଷ … … … … 𝑎௡ are 𝑛 
constants, then 𝐸(∑ 𝑎௜

௡
௜ୀଵ 𝑋௜) = ∑ 𝑎௜

௡
௜ୀଵ 𝐸(𝑋௜) … … … (𝟓. 𝟒. 𝟏𝟑) 

provided all the expectations exist. 
 If 𝑋 ≥ 0 then 𝐸(𝑋) ≥ 0 ………………………………..(5.4.14) 
 If 𝑋 and 𝑌 are two random variables such that 𝑌 ≤ 𝑋, then 

𝐸(𝑌) ≤ 𝐸(𝑋), provided all the expectations exist……(5.4.15) 
 |𝐸(𝑋)| ≤ 𝐸|𝑋|, provided the expectations exist……(5.4.16) 
 If 𝜇௥

ᇱ  exists, then 𝜇௦
ᇱ  exists for all 1 ≤ 𝑠 ≤ 𝑟. Mathematically, if 

𝐸(𝑋௥) exists, then 𝐸(𝑋௦)  exist for all 
1 ≤ 𝑠 ≤ 𝑟, 𝑖. 𝑒. , 𝐸(𝑋௥) < ∞ ⟹ 𝐸(𝑋௦) < ∞∀1 ≤ 𝑠 ≤
𝑟, 𝑖. 𝑒.,…(5.4.17) 

 If 𝑋 and 𝑌 are two independent random variables, then 
 𝐸[ℎ(𝑋). 𝑘(𝑌)] = 𝐸[ℎ(𝑋)]𝐸[𝑘(𝑌)]…………….(𝟓. 𝟒. 𝟏𝟖). 
Where ℎ(. ) is a function of  𝑋 alone and 𝑘(. ) is a function of 𝑌 
alone, provided expectations on both side exist. 

 
Cauchy-Schwartz Inequality .If 𝑋 and 𝑌 are two random variables 
taking real values, then 

[𝐸(𝑋𝑌)]ଶ ≤ 𝐸(𝑋ଶ). 𝐸(𝑌ଶ)]…………………………..(𝟓. 𝟒. 𝟏𝟗). 
 
Proof.Let us consider a real valued function of the real variable 𝑡, 
defined by  

𝑍(𝑡) = 𝐸(𝑋 + 𝑡𝑌)ଶ 
which is always non-negative, 
since(𝑋 + 𝑡𝑌)ଶ ≥ 0, for all real 𝑋 , 𝑌 and 𝑡. 
Thus  

𝑍(𝑡) = 𝐸(𝑋 + 𝑡𝑌)ଶ ≥ 0∀𝑡. 
It implies  

𝑍(𝑡) = 𝐸[𝑋ଶ + 2𝑡𝑋𝑌 + 𝑡ଶ𝑌ଶ] 
          = 𝐸[𝑋ଶ] + 2𝑡𝐸[𝑋𝑌] + 𝑡ଶ𝐸[𝑌ଶ] ≥ 0,for all 𝑡……(𝟓. 𝟒. 𝟐𝟎). 
 
Equation (𝟓. 𝟒. 𝟐𝟎) is a quadratic expression in ′𝑡ᇱ. 
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Fig 5.4.1 

 

 
Fig 5.4.2 

If quadratic expression 𝜓(𝑡) = 𝐴𝑡ଶ + 𝐵𝑡 + 𝐶 ≥ 0 for all 𝑡, 
implies that the graph of the function 𝜓(𝑡) either touches the 𝑡 − axis 
at only one point or not at all, as exhibited in the above diagrams. This 
is equivalent to saying that the discriminant of the function 𝜓(𝑡), 
𝑣𝑖𝑧. , 𝐵ଶ − 4𝐴𝐶 ≤ 0, since the condition 𝐵ଶ − 4𝐴𝐶 > 0 implies that 
the function 𝜓(𝑡) has two distinct real roots which is contradiction to 
the fact that 𝜓(𝑡) meets the 𝑡 − axis either at only one point or not at 
all. Using the result, we get from equation (5.4.20), 
 

4. 𝐸[𝑋𝑌-4. 𝐸[𝑋ଶ]. 𝐸[𝑌ଶ] ≤ 0 ⟹ [𝐸(𝑋𝑌)]ଶ ≤ 𝐸(𝑋ଶ). 𝐸(𝑌ଶ)] 
 

 Standard Deviation ≥ Mean Deviation……………..(𝟓. 𝟒. 𝟐𝟏). 
 
Continuous Convex Function. A continuous function 𝑔(𝑥) on the 

interval  𝐼 is convex if for every 𝑥ଵand 𝑥ଶ, 
(௫భା௫మ)

ଶ
∈ 𝐼. 

𝑔 ቀ
௫భା௫మ

ଶ
ቁ ≤

ଵ

ଶ
𝑔(𝑥ଵ) +

ଵ

ଶ
𝑔(𝑥ଶ)………………………….(𝟓. 𝟒. 𝟐𝟐). 

 
Jenson’s Inequality. If 𝑔 is continuous and convex function on the 
interval 𝐼, and 𝑋 is a random variable whose values are in 𝐼 with 
probability 1, then 

𝐸[𝑔(𝑋)] ≥ 𝑔[𝐸(𝑋)], provided the expectations exist…….(𝟓. 𝟒. 𝟐𝟐). 
 

t 

𝜓(𝑡) 

t 

𝜓(𝑡) 
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Variance. The term variance refers to a statistical measurement of the 
spread between numbers in a data set. More specifically, variance 
measures how far each number in the set is from the mean (average), 
and thus from every other number in the set. If 𝑋 is a  random variable, 
then 
 

Var𝑋 = 𝐸(𝑋ଶ) − [𝐸(𝑋)]ଶ…………………………………..(5.4.19) 
Var𝑋= Var(𝒙) = 𝐸(𝑋 − 𝜇)ଶ =  ∑ 𝑝𝑥ଶ − 𝜇ଶ … … … … … … (𝟓. 𝟒. 𝟐𝟎) 

  Var𝑋 = 𝜎ଶ……………………………(5.4.21) 

  Standard Deviation = 𝜎 = ට
ଷହ

଺
…………………..(5.4.22) 

 If 𝑋 is a  random variable, then Var(𝑎𝑋 + 𝑏) =  𝑎ଶ𝑉(𝑋), 
where 𝑎 and 𝑏 are constants. 

 If 𝑏 = 0, then Var(𝑎𝑋) =  𝑎ଶ𝑉(𝑋), Variance is not 
independent of change of scale. 

 If 𝑎 = 1, then Var(𝑋 + 𝑏) = 𝑉(𝑋). 
 
 

5.5.MOMENT GENERATING FUNCTION:- 
 

The moment generating function(𝑚. 𝑔. 𝑓. ) of a, random 
variable X (about origin) having the probability function f(x) is given 
by: 
𝑀௑(𝑡) = 𝐸(𝑒௧௑)

= ቐ

𝑒௧௑𝑓(𝑥)𝑑𝑥, (𝑓𝑜𝑟 𝑐𝑜𝑛𝑡𝑖𝑛𝑢𝑜𝑢𝑠 𝑝𝑟𝑜𝑏𝑎𝑏𝑖𝑙𝑖𝑡𝑦 𝑑𝑖𝑠𝑡𝑟𝑖𝑏𝑢𝑡𝑖𝑜𝑛)  

෍ 𝑒௧௑

௫

𝑓(𝑥), (𝑓𝑜𝑟 𝑑𝑖𝑠𝑐𝑟𝑒𝑡𝑒 𝑝𝑟𝑜𝑏𝑎𝑏𝑖𝑙𝑖𝑡𝑦 𝑑𝑖𝑠𝑡𝑟𝑖𝑏𝑢𝑡𝑖𝑜𝑛)
  … (𝟓. 𝟓. 𝟏) 

the integration or summation being extended to the entire range of x, t 
being the real parameter and it is being assumed that the right-hand 
side of (𝟓. 𝟔. 𝟏) is absolutely convergent for some positive number h 
such that  −h < 𝑡 < ℎ. Thus 
 

𝑀௑(𝑡) = 𝐸(𝑒௧௑) = 𝐸 ቆ1 + 𝑡𝑋 +
𝑡ଶ𝑋ଶ

2!
+ ⋯

𝑡௥𝑋௥

𝑟!
+ ⋯ ቇ 

=  1 + 𝑡𝐸(𝑋) +
𝑡ଶ

2!
𝐸(𝑋ଶ) + ⋯

𝑡௥

𝑟!
𝐸(𝑋௥) + ⋯ 

=  1 + 𝑡𝜇ଵ
ᇱ +

௧మ

ଶ!
𝜇ଶ

ᇱ + ⋯
௧ೝ

௥!
𝜇௥

ᇱ + ⋯  (5.5.2) 

= ∑
௧ೝ

௥!
ஶ
௥ୀ଴ 𝜇௥

ᇱ     ………………………….(5.5.3) 

 
𝜇௥

ᇱ = 𝐸(𝑋௥) =

൜
∫ 𝑥௥ 𝑓(𝑥)𝑑𝑥, (𝑓𝑜𝑟 𝑐𝑜𝑛𝑡𝑖𝑛𝑢𝑜𝑢𝑠 𝑝𝑟𝑜𝑏𝑎𝑏𝑖𝑙𝑖𝑡𝑦 𝑑𝑖𝑠𝑡𝑟𝑖𝑏𝑢𝑡𝑖𝑜𝑛)  

∑ 𝑥௥
௫ 𝑝(𝑥), (𝑓𝑜𝑟 𝑑𝑖𝑠𝑐𝑟𝑒𝑡𝑒 𝑝𝑟𝑜𝑏𝑎𝑏𝑖𝑙𝑖𝑡𝑦 𝑑𝑖𝑠𝑡𝑟𝑖𝑏𝑢𝑡𝑖𝑜𝑛),

 .. (5.5.4) 

 

is the 𝑟𝑡ℎ moment of X about origin. Therefore the coefficient of 
௧ೝ

௥!
  in  

𝑀௑(𝑡) gives 𝜇௥
ᇱ  (about origin). Since 𝑀௑(𝑡) generates moments, it is 
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known as moment generating function. Differentiating (4.6.2) with 
respect to 𝑡𝑟 times and then putting 𝑡 = 0, we get, 

𝜇௥
ᇱ = ฬ

𝑑௥

𝑑𝑡௥
{𝑀௑(𝑡)}ฬ

௧ୀ଴
… … … … … … … … … . . (𝟓. 𝟓. 𝟓) 

𝑀௑(𝑡)(about𝑋 = 𝑎) = 𝐸൫𝑒௧(௑ି௔)൯ = 𝐸 ቀ1 + 𝑡(𝑋 − 𝑎) +
௧మ(௑ି௔)మ

ଶ!
+

⋯
௧ೝ(௑ି௔)ೝ

௥!
+ ⋯ ቁ 

=  1 + 𝑡𝜇ଵ
ᇱ +

𝑡ଶ

2!
𝜇ଶ

ᇱ + ⋯
𝑡௥

𝑟!
𝜇௥

ᇱ + ⋯ (𝟓. 𝟓. 𝟔). 

Where 𝜇௥
ᇱ = 𝐸{(𝑋 − 𝑎)௥}, is the rth moment about the point 𝑋 = 𝑎. 

 
Limitations of Moment Generating Function: 

 A random variable 𝑋 may have no moments although its 
𝑚. 𝑔. 𝑓. exists. 

 A random variable 𝑋 can have 𝑚. 𝑔. 𝑓. and some (or all) 
moments, yet the 
𝑚. 𝑔. 𝑓. does not generate the moments. 

 A random variable 𝑋can have all or some moments, but 𝑚. 𝑔. 𝑓. 
does not exist except 
perhaps at one point. 

 
Properties of Moment Generating Function: 

 𝑀௖௑(𝑡) = 𝑀௑(𝑐𝑡), 𝑐 being a constant………………(𝟓. 𝟓. 𝟕). 
 The moment generating function of the sum of a number of 

independent random variables is equal to the product of their 
respective moment generating functions. 

 Uniqueness Theorem of Moment generating Function:The 
moment generating function of a distribution, if it exists, 
uniquely determines the distribution. This implies that 
corresponding to a given probability distribution, there is only 
one 𝑚. 𝑔. 𝑓. (provided it exists) and corresponding to a given 
𝑚. 𝑔. 𝑓. there is only one probability distribution. Hence 
𝑀௑(𝑡) =  𝑀௒(𝑡) ⇒ 𝑋 & 𝑌 are identically distributed. 

 Effect of change of origin and scale on moment generating 
function. Let us transform 𝑋 to the new variable 𝑈 by changing 
both the origin and scale in 𝑋 as follows: 

𝑈 =  
௑ି௔

௛
,where𝑎 and ℎ are constants. 

The moment generating function of 𝑈(about origin) is given by: 
𝑀௎(𝑡) = 𝐸(𝑒௧௎) = 𝐸[exp{𝑡(𝑥 − 𝑎 ℎ⁄ )} = 𝐸ൣ𝑒௧௑⁄ 𝑒ି௔௧ ௛⁄ ൧

= 𝑒ି௔௧ ௛⁄ 𝐸൫𝑒௧௑ ௛⁄ ൯ 
= 𝑒ି௔௧ ௛⁄  𝐸൫𝑒௑௧ ௛⁄ ൯ = 𝑒ି௔௧ ௛⁄ 𝑀௑(𝑡 ℎ⁄ ), … … … … … (𝟓. 𝟓. 𝟖). 
Where 𝑀௑(𝑡) is the moment generating function of 𝑋 about 
origin. In particular, if we take  

𝑎 = 𝐸(𝑋) = 𝐸[X] = μ and ℎ = 𝜎௑ = 𝜎, then 𝑈 =  
௑ିா(௑)

ఙ೉
=

௑ିఓ

ఙ
= 𝑍, is known as a standard variate. 

Thus 𝑚. 𝑔. 𝑓 of a standard variate 𝑍 is given by 
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     𝑀௎(𝑡) = 𝑒ିஜ௧ ఙ⁄ 𝑀௑(𝑡 𝜎⁄ )……………(𝟓. 𝟓. 𝟗). 
 

Remark 4.6.1. 𝐸(𝑍) = 𝐸 ቀ
௑ିఓ

ఙ
ቁ =

ଵ

ఙ
𝐸(𝑋 − 𝜇) =

ଵ

ఙ
{𝐸(𝑋) − 𝜇} =

ଵ

ఙ
{𝐸(𝑋) − 𝜇} =

ଵ

ఙ
{𝜇 − 𝜇}= 0 and𝑉(𝑍) = 𝑉 ቀ

௑ିఓ

ఙ
ቁ =

ଵ

ఙమ 𝑉(𝑋 − 𝜇) =
ଵ

ఙమ 𝑉(𝑋) = 1. Therefore 𝐸(𝑍) = 0, 𝑉(𝑍) = 1, i.e mean and variance of 

a standard variate are 0 and 1 respectively. 
 

Cumulants: Cumulants generating function𝐾௑(𝑡) = 𝑙𝑜𝑔௘𝑀௫(𝑡) , 
provided the right-hand side can be expanded as a convergent series in 
powers of 𝑡. 

Mean=𝑘ଵ 
𝜇ଶ = 𝑘ଶ =Variance 
𝜇ଷ = 𝑘ଷ 
𝜇ସ = 𝑘ସ + 3𝑘ଶ

ଶ 
 
 

5.6. CHARACTERISTIC FUNCTION:- 
 

In probability theory and statistics, the characteristic 
function of any real-valued random variable completely defines 
its probability distribution. If a random variable admits a probability 
density function, then the characteristic function is the Fourier 
transform of the probability density function. Thus it provides an 
alternative route to analytical results compared with working directly 
with probability density functions or cumulative distribution 
functions. The characteristic function is a way for describing a random 
variable.  
The characteristic function 
                                                        
 ∅௑(𝑡) = 𝐸൫𝑒௜௧௑൯ =

ቊ
∫ 𝑒௜௧௫𝑓(𝑥)𝑑𝑥 (𝑓𝑜𝑟 𝑐𝑜𝑛𝑡𝑖𝑛𝑢𝑜𝑢𝑠 𝑝𝑟𝑜𝑏𝑎𝑏𝑖𝑙𝑖𝑡𝑦 𝑑𝑖𝑠𝑡𝑟𝑖𝑏𝑢𝑡𝑖𝑜𝑛)

∑ 𝑒௜௧௫
௫ 𝑝(𝑥)(𝑓𝑜𝑟 𝑑𝑖𝑠𝑐𝑟𝑒𝑡𝑒 𝑝𝑟𝑜𝑏𝑎𝑏𝑖𝑙𝑖𝑡𝑦 𝑑𝑖𝑠𝑡𝑟𝑖𝑏𝑢𝑡𝑖𝑜𝑛)

  …(5.6.1) 

 
If Fଡ଼(x) is the distribution function of a continuous random variable X, 
then 

∅௑(𝑡) = න 𝑒௜௧௫𝑑𝐹
ஶ

ିஶ

(𝑥) … … … … … . (𝟓. 𝟔. 𝟐) 

|∅(𝑡)| ≤ 1 … … … … … . (𝟓. 𝟔. 𝟑). 
 
Characteristic function ∅௑(𝑡) always exists. 
 
Remark 5.6.1. 

∅௑(𝑡) =  𝐸൫𝑒௜௧௑൯ = 𝐸 ቈ1 + 𝑖𝑡𝑋 +
(𝑖𝑡)ଶ𝑋ଶ

2!
+ ⋯

(𝑖𝑡)௥𝑋௥

𝑟!
+ ⋯ ቉ 

=  1 + 𝑡𝐸(𝑋) +
(𝑖𝑡)ଶ

2!
𝐸(𝑋ଶ) + ⋯

(𝑖𝑡)௥

𝑟!
𝐸(𝑋௥) + ⋯ 
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=  1 + 𝑖𝑡𝜇ଵ
ᇱ +

(௜௧)మ

ଶ!
𝜇ଶ

ᇱ + ⋯
(௜௧)ೝ

௥!
𝜇௥

ᇱ + ⋯  (5.6.4) 

 
where 𝜇௥

ᇱ = 𝐸(𝑋௥), is the 𝑟𝑡ℎ moment of 𝑋 about origin. 
 

Therefore 𝜇௥
ᇱ = Coefficient of 

(௜௧)ೝ

௥!
 in ∅௑(𝑡) … … … … … . . (𝟓. 𝟔. 𝟓) 

 𝑚. 𝑔. 𝑓. and characteristic function ∅(𝑡) both generate 
moments. 

 Cumulant generating function 𝐾௑(𝑡) in terms of ∅௑(𝑡) is given 
by: 

𝐾(𝑡) = ෍
(𝑖𝑡)௥

𝑟!
𝑘௥

ஶ

௥ୀଵ

, 

where𝑘௥ =Coefficient of 
(௜௧)ೝ

௥!
 in 𝐾௑(𝑡), is the 𝑟𝑡ℎ cumulant. 

 
Properties of Moment Generating Function: 

 For all real 𝑡, 
(i) ∅(0) = 1 … … … … … … … . (𝟓. 𝟔. 𝟔) 
(ii) |∅(𝑡)| ≤ 1 … … … … … … … . (𝟓. 𝟔. 𝟕) 

 ∅(𝑡)is continuous and uniformly continuous for all real 𝑡. 
 ∅௑(−𝑡)and∅௑(𝑡) are conjugate functions, i.e., ∅௑(−𝑡) =

∅௑(𝑡),തതതതതതതത where 𝑎ത is the complex conjugate of 𝑎.…. (𝟓. 𝟔. 𝟖). 
 If the distribution function of a random variable 𝑋 is 

symmetrical about zero, i.e., if 
1 − 𝐹(𝑥) = 𝐹(−𝑥) ⇒ 𝑓(−𝑥) = 𝑓(𝑥), 

then∅௑(𝑡) is real valued and even function of 𝑡.……. (𝟓. 𝟔. 𝟗). 
 If𝑋 in some random variable with characteristic function ∅௑(𝑡), 

and if 𝜇௥
ᇱ = 𝐸(𝑋௥) exists, then𝜇௥

ᇱ =

 (−1)௥ ቚ
డ

డ௧ೝ
∅(𝑡)ቚ

௧ୀ଴
.………………………………. (𝟓. 𝟔. 𝟏𝟎). 

 ∅௖௑(𝑡) = ∅௑(𝑐𝑡), 𝑐being a constant.……………(𝟓. 𝟔. 𝟏𝟏). 
 The characteristic function of the sum of a number of 

independent random variables is equal to the product of their 
respective characteristic functions.…………(𝟓. 𝟔. 𝟏𝟐). 

 Uniqueness Theorem of characteristic 
function:Characteristic function uniquely determined 
thedistribution, i.e., a necessary and sufficient condition for two 
distributions with𝑝. 𝑑. 𝑓. ′𝑠 (provided it exists) 𝑓ଵ(. ) and 𝑓ଶ(. ) 
to be identical is that their characteristic functions  ∅ଵ(𝑡) and 
∅ଶ(𝑡) are identical.…………(𝟓. 𝟔. 𝟏𝟑). 

 Effect of change of origin and scale on Characteristic Function. 
Let us transform 𝑋 to the new variable 𝑈 by changing both the 
origin and scale in 𝑋 as follows: 

𝑈 =  
௑ି௔

௛
,where𝑎 and ℎbeing constants, then ∅௎(𝑡) =

𝑒ି௜௔௧ ௛⁄ ∅௑(𝑡 ℎ⁄ ) 
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In particular, if we take  

𝑎 = 𝐸(𝑋) = 𝐸[X] = μ and ℎ = 𝜎௑ = 𝜎, then 𝑍 =  
௑ିா(௑)

ఙ೉
=

௑ିఓ

ఙ
, is given by 

     𝑀௎(𝑡) = 𝑒ି௜ஜ௧ ఙ⁄ ∅௑(𝑡 𝜎⁄ ) … . (𝟓. 𝟔. 𝟏𝟒). 
 The characteristic function of a real-valued random variable 

always exists, since it is an integral of a bounded continuous 
function over a space whose measure is finite. A characteristic 
function is uniformly continuous on the entire space. 
characteristic function is infinitely differentiable 

 
CHECK YOUR PROGRESS 

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

5.7.SOLVED EXAMPLES:- 
 
Example 5.7.1.Let 𝑋 be a discrete random variable having probability 
mass function 

𝑝௑(𝑥) = ൞
ቐ

1 2 𝑖𝑓 𝑥 = 1⁄

1 3⁄  𝑖𝑓 𝑥 = 2

1 6 𝑖𝑓 𝑥 = 3⁄

 

0 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑖𝑠𝑒

  

Find the third moment of X. 

Q1. Which formula represents the 2௡ௗ moment around the mean? 
(i)∑(𝑥௜ − 𝜇௫)ଶ     (ii)∑ 𝑥௜  (iii) ∑(𝑥௜ − 𝜇௫)ଷ   (iv)∑(𝑥௜ − 𝜇௫)ସ 

Q2.  The 𝑟௧௛ moment of a random variable 𝑋 is given by: 
(i)   𝐸(𝑋௥)  (ii) 𝐸(𝑋ଶ)    (iii)𝐸(𝑋௥ିଵ)   (iv)𝑁𝑜𝑛𝑒 𝑜𝑓 𝑡ℎ𝑒𝑠𝑒 
Q3. Let𝑋 is a  real valued random variable with 𝐸[𝑋]  and 𝐸[𝑋ଶ] denoting the mean 
values of 𝑋 and         𝑋ଶ respectively. The relation which always holds: 
(i) 𝐸(𝑋ଶ) ≥ (𝐸[𝑋])ଶ(ii) 𝐸(𝑋ଶ) ≤ (𝐸[𝑋])ଶ) (iii) 𝐸(𝑋ଶ) ≤ (𝐸[𝑋])ଶ(iv)None of these 
Q4. Which inequality is correct? 
(i)Var𝑋 = 𝐸(𝑋ଶ) − [𝐸(𝑋)]ଶ (ii) )Var𝑋>𝐸(𝑋ଶ) − [𝐸(𝑋)]ଶ 
(iii) ) Var𝑋<𝐸(𝑋ଶ) − [𝐸(𝑋)]ଶ (iv) None of these 
Q5. Mean of a constant ′𝑎′ is…………………….. 
Q6. Variance of a constant ′𝑎ᇱ … …………………….. 
Q7. If 𝑋 is a random variable such that 𝑃(𝑎 ≤ 𝑋 ≤ 𝑏) = 1, then 𝐸(𝑋) and Var (𝑋) 
exist. True\False 
Q8.The moment-generating function of a real-valued distribution does not always exist. 
True\False 
Q9.Characteristic function does not exists for every random variable  
True\False 
Q10.𝑀଻௑(𝑡) ≠ 𝑀௑(7𝑡).True\False 
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Solution. Third moment = 𝐸(𝑋ଷ) = ∑(𝑥ଷ) = ∑ 𝑥ଷ 𝑝௑(𝑥) 

=
1

2
. 1ଷ +

1

3
. 2ଷ +

1

6
. 3ଷ 

                                     = 
ଵ

ଶ
+

଼

ଷ
+

ଶ଻

଺
=

ଶଷ

ଷ
 

Example 5.7.2.Let 𝑋 be a discrete random variable having probability 
mass function  

𝑝௑(𝑥) =  ൝
3 4 𝑖𝑓 𝑥 = 1⁄

1 4⁄  𝑖𝑓 𝑥 = 2
0 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

  

Find the third central moment of X. 
 
Solution. Third moment = 𝐸(𝑋) = 𝜇௫ = ∑ 𝑥 𝑝௑(𝑥) 

= 1 ×
3

4
+ 2 ×

1

4
=

5

4
 

The third central moment of 𝑋 can be computed as follows: 

𝐸(𝑋 −  𝜇௫)ଷ = ∑ ቀ𝑥 −
ହ

ସ
ቁ

ଷ
𝑝௑(𝑥)= ቀ1 −

ହ

ସ
ቁ

ଷ
×

ଷ

ସ
+ ቀ2 −

ହ

ସ
ቁ

ଷ
×

ଵ

ସ
=ቀ−

ଵ

ସ
ቁ

ଷ

.
ଷ

ସ
+ ቀ

ଷ

ସ
ቁ

ଷ

.
ଵ

ସ
=

ଷ

ଷଶ
. 

 
 
Example 5.7.3.Find the first four moments for the following 
individual series: 

x 3 6 8 10 18 
 
Solution. 

Calculation of Moments 
S.No. 𝒙 𝒙 − 𝒙ഥ (𝒙 − 𝒙ഥ)𝟐 (𝒙 − 𝒙ഥ)𝟑 (𝒙 − 𝒙ഥ)𝟒 

1.  3 -6 36 -216 1296 
2.  6 -3 9 -27 81 
3.  8 -1 1 -1 1 
4.  10 1 1 1 1 
5.  18 9 81 729 6561 

𝑛
= 5 

෍ 𝑥

=  45 

෍(𝑥

− 𝑥̅) = 0 

෍(𝑥

− 𝑥̅)ଶ

= 128 

෍(𝑥

− 𝑥̅)ଷ

= 486 

෍(𝑥

− 𝑥̅)ସ

= 7940 
 

Now, 𝑥̅ =
∑ ௫

௡
=

ସହ

ହ
= 9. 

Therefore 𝜇ଵ =
∑(௫ି௫̅)

௡
=

଴

ହ
= 0,  

   

  𝜇ଶ =
∑(𝑥 − 𝑥̅)ଶ

𝑛
=

128

5
= 25.6,   

 𝜇ଷ =
∑(𝑥 − 𝑥̅)ଷ

𝑛
=

486

5
= 97.2, 

𝜇ସ =
∑(𝑥 − 𝑥̅)ସ

𝑛
=

7940

5
= 1588. 
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Example 5.7.4. Calculate 𝜇ଵ, 𝜇ଶ,   𝜇ଷ, 𝜇ସ for the following frequency 
distribution: 
 
Marks 5-15 15-25 25-35 35-45 45-55 55-65 
No. of 
students 

10 20 25 20 15 10 

 
Solution. 
 
 
𝑴𝒂𝒓𝒌𝒔 𝑵𝒐. 𝒐𝒇 

 𝒔𝒕𝒖𝒅𝒆𝒏𝒕𝒔
(𝒇) 

𝑴𝒊𝒅
− 𝒑𝒐𝒊𝒏𝒕

(𝒙) 

𝒇𝒙 𝒙 − 𝒙ഥ 𝒇(𝒙
− 𝒙ഥ) 

𝒇(𝒙 − 𝒙ഥ)𝟐 𝒇(𝒙 − 𝒙ഥ)𝟑 𝒇(𝒙 − 𝒙ഥ)𝟒 

5-15 10 10 100 -24 -240 5760 -138240 3317760 
15-25 20 20 400 -14 -280 3920 -54880 768320 
25-35 25 30 750 -4 -100 400 -1600 6400 
35-45 20 40 800 6 120 720 4320 25920 
45-55 15 50 750 16 240 3840 61440 983040 
55-65 10 60 600 26 260 6760 175760 4569760 

𝑁 = 100 ෍ 𝑓𝑥

= 3400

 ∑ 𝑓(𝑥 −
𝑥̅)=0 

෍ 𝑓(𝑥

− 𝑥̅)ଶ

= 21400 

෍ 𝑓(𝑥

− 𝑥̅)ଷ

= 46800 

෍ 𝑓(𝑥

− 𝑥̅)ସ

= 9671200
 

Now, 𝑥̅ =
∑ ௙௫

ே
=

ଷସ଴଴

ଵ଴଴
= 34. 

Therefore 𝜇ଵ =
∑ ௙(௫ି௫̅)

ே
=

଴

ଵ଴଴
= 0,     

 𝜇ଶ =
∑ 𝑓(𝑥 − 𝑥̅)ଶ

𝑁
=

21400

100
= 214,    

𝜇ଷ =
∑ 𝑓(𝑥 − 𝑥̅)ଷ

𝑁
=

46800

100
= 468, 

𝜇ସ =
∑ ௙(௫ି௫̅)ర

ே
=

ଽ଺଻ଵଶ଴଴

ଵ଴଴
= 96712. 

 
Example 5.7.5.The first three moments of a distribution about the 
value ′2′ of the variable are 1, 16 and −40. Show that the mean is 3, 
variance is 15 and𝜇ଷ = −86. 
 
Solution. We have  𝐴 = 2, 𝜇ଵ

ᇱ = 1, 𝜇ଶ
ᇱ = 16  and 𝜇ଷ

ᇱ = −40.  
𝜇ଵ

ᇱ =  𝑥̅ − 𝐴 ⇒ 𝑥̅ = 𝜇ଵ
ᇱ + 𝐴 = 1 + 2 = 3. 

Variance = 𝜇ଶ =  𝜇ଶ
ᇱ − 𝜇ଵ

ᇱమ
= 16 − (1)ଶ = 15. 

𝜇ଷ =  𝜇ଷ
ᇱ − 3𝜇ଶ

ᇱ𝜇ଵ
ᇱ + 2𝜇ଵ

ᇱయ
= −40 − 3(16)(1) + 2(1)ଷ

= −40 − 48 + 2 = −86 
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Example 5.7.6.Calculate the variance and third central moment from 
the following data: 
 

𝑥௜ 0 1 2 3 4 5 6 7 8 
𝑓௜  1 9 26 59 72 52 29 7 1 

 
Solution.Calculation of Moments 
 
x f 𝒖 =

𝒙 − 𝒂

𝒉
 

𝑨 = 𝟒, 𝒉
= 𝟏 

𝒇𝒖 𝒇𝒖𝟐 𝒇𝒖𝟑 

0 1 -4 -4 16 -64 
1 9 -3 -27 81 -243 
2 26 -2 -52 104 -208 
3 59 -1 -59 59 -59 
4 72 0 0 0 0 
5 52 1 52 52 52 
6 29 2 58 116 232 
7 7 3 21 63 189 
8 1 4 4 16 64 
 𝑁

= ෍ 𝑓

= 256 

 ෍ 𝑓𝑢

= −7 

෍ 𝑓𝑢ଶ

= 507 

෍ 𝑓𝑢ଷ

= −37 

Now, moments about the point 𝑥 = 𝐴 = 4 are 

μଵ
ᇱ = ቆ

∑ fu

N
ቇ h =

−7

256
= −0.02734 

μଶ
ᇱ = ቆ

∑ fuଶ

N
ቇ hଶ =

507

256
= 1.9805 

μଷ
ᇱ = ቆ

∑ fuଷ

N
ቇ hଷ =

−37

256
= −0.1445 

moments about mean 
 𝜇ଵ = 0, 𝜇ଶ =  𝜇ଶ

ᇱ − 𝜇ଵ
ᇱమ

= 1.9805 − (−.02734)ଶ = 1.97975 
Variance = 1.97975.  
Also, 

𝜇ଷ =  𝜇ଷ
ᇱ − 3𝜇ଶ

ᇱ𝜇ଵ
ᇱ + 2𝜇ଵ

ᇱయ

= (−0.1445) − 3(1.9805)(−.02734) +
2(−.02734)ଷ = 0.0178997.  
Third central moment = 0.0178997. 
 
Example 5.7.7.The first four moments of a distribution about the mean 
are  0, 100, −7 and  35000. Discuss the kurtosis of the distribution. 
 
Solution.𝜇ଵ = 0,     𝜇ଶ = 100,   𝜇ଷ = −7, 𝜇ସ = 35000. 

𝛽ଶ =
ఓర

ఓమ
మ =

ଷହ଴଴଴

(ଵ଴଴)మ
= 3.5 > 3. 

 
Therefore the distribution is leptokurtic. 
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Example 5.7.8.The first four moments of a distribution about the value 
′5′ of the variable are2, 20,40 and 50.Calculate the moment coefficient 
of skewness. 
 
Solution.We have𝐴 = 5, μଵ

ᇱ = 2,μଶ
ᇱ = 20,μଷ

ᇱ = 40, μସ
ᇱ = 50 

𝜇ଶ =  𝜇ଶ
ᇱ − 𝜇ଵ

ᇱమ
= 20 − (2)ଶ = 16 

Also 𝜇ଷ =  𝜇ଷ
ᇱ − 3𝜇ଶ

ᇱ𝜇ଵ
ᇱ + 2𝜇ଵ

ᇱయ

= 40 − 3(2)(20) + 2(2)ଷ = 40 −
120 + 16 = −64.  

Moment coefficient of skewness = 
ఓయ

ටఓమ
య
 = 

ି଺ସ

ඥ(ଵ଺)య
=

ି଺

଺ସ
= −1 

Example.5.7.9. 
i A pair of two coins is tossed, what is the expected value? 

ii A pair of dice is thrown together, find the expected value. 
 
Solution. 

i Expected value or mean value = 𝐸(𝑋) = 𝜇 = ∑ 𝑝௜
௡
௜ୀଵ 𝑥௜  (Here 

𝑋 is a discrete random variable. In tossing of two coins, 
probability distribution is represented in tabular as follows: 
 
 0 1 2 

𝑃(𝑥) 1

4
 

1

2
 

1

4
 

 

Therefore, 𝐸(𝑋) =
ଵ

ସ
× 0 +

ଵ

ଶ
× 1 +

ଵ

ସ
× 2 = 1. 

As the probability of getting no head, one head and two heads 

is  respectively  
ଵ

ସ
,

ଵ

ଶ
,

ଵ

ସ
.                                                   

 
 

(ii)  In a throw of pair of dice the sum  (𝑋) is a discrete random 
variable which is an integer between 2 and 12 with the 
probabilities as given below. 

 
𝑋 2 3 4 5 6 7 8 9 10 11 12 

𝑃(𝑋) 1

36
 

2

36
 

3

36
 

4

36
 

5

36
 

4

36
 

5

36
 

4

36
 

3

36
 

2

36
 

1

36
 

 
 Therefore Expected value =  
                𝐸(𝑋) =  𝜇

=
1

36
. 2 +

2

36
. 3 +

3

36
. 4 + ⋯ … … . +

2

36
. 11 +

1

36
. 12

=
252

36
= 7 

 The variance in each of the above cases is given by: Var𝑋= 
∑ 𝑝𝑥ଶ − 𝜇ଶ 

 
In the tossing of two coins, we have  
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෍ 𝑝. 𝑥ଶ =
1

4
. (0)ଶ +

1

2
. (1)ଶ +

1

4
. (2)ଶ =  

3

2
 

Therefore Variance= ∑ 𝑝𝑥ଶ =
ଵ

ଷ଺
. 4 +

ଶ

ଶ଺
. 9 +

ଷ

ଷ଺
. 16 +

ସ

ଷ଺
. 25 +

 
ହ

ଷ଺
. 36 +

଺

ଷ଺
. 49 +

ହ

ଷ଺
. 64 +

ସ

ଷ଺
. 81 +

ଷ

ଷ଺
. 100 +

ଶ

ଷ଺
. 121 +  

ଵ

ଷ଺
. 144 

                                             

=
1

36
[4 + 9 + 16 + 25 +  36 + 49 + 64 + 81 + 100

+ 121 +  144] 

=
ଵ

ଷ଺
[1974] = 

ଷଶଽ

଺
 

Therefore Variance = 𝜎ଶ =  
ଷଶଽ

଺
− (7)ଶ =

ଷହ

଺
. 

Standard deviation = 𝜎 = ට
ଷହ

଺
. 

Example.5.7.10. If𝑋 is a continuous random variable and 𝐾 is a 
constant then prove that : 

(𝑖)𝑉(𝑥 + 𝑘) = 𝑉(𝑋),                  (𝑖𝑖)𝑉(𝑋𝑘) =  𝑘ଶ𝑉(𝑋). 
 
Solution.Var𝑋 = 𝐸(𝑋ଶ) − [𝐸(𝑋)]ଶ 
Var[𝑋 + 𝑘] = 𝐸[(𝑋 + 𝑘)ଶ] −  [𝐸(𝑋 + 𝑘)]ଶ. 

= 𝐸[𝑋ଶ + 2𝑘𝑋 + 𝑘ଶ] − { [𝐸(𝑋)]ଶ + 2𝑘𝐸(𝑋) + 𝑘ଶ}. 
= 𝐸[𝑋ଶ] + 2𝑘𝐸(𝑋) + 𝑘ଶ −  [𝐸(𝑋)]ଶ − 2𝑘𝐸(𝑋) − 𝑘ଶ. 

Var[𝑋 + 𝑘] =  𝐸[𝑋ଶ] −  [𝐸(𝑋)]ଶ= 𝑉(𝑋) 
Therefore, 𝑉(𝑥 + 𝑘) = 𝑉(𝑋).   Now, Var[𝑋𝑘]= 𝐸[(𝑋𝑘)ଶ] − [𝐸(𝑋𝑘)]ଶ. 

                      = 𝐸[𝑘ଶ𝑋ଶ] − [𝑘𝐸(𝑋)]ଶ 
                      = 𝑘ଶ𝐸[𝑋ଶ] − 𝑘ଶ[𝐸(𝑋)]ଶ 

= 𝑘ଶ[𝐸{𝑋ଶ} − {𝐸(𝑋)}ଶ] 
= 𝑘ଶ𝑉𝑎𝑟[𝑋] 

 
Example.5.7.11. Let the  random variable𝑋 have the distribution: 

𝑃(𝑋 = 0) = 𝑃(𝑋 = 2) = 𝑝; 𝑃(𝑋 = 1) = 1 − 2𝑝, 𝑓𝑜𝑟 0 ≤ 𝑝 ≤
1

2
. 

For what 𝑝 is that  Var(𝑋) a maximum? 
 
Solution:In this example therandom variable𝑋 takes the values 0, 1 

and 2 with respective probabilities 𝑝, 1 − 2𝑝 and 𝑝, 0 ≤ 𝑝 ≤
ଵ

ଶ
. Thus 

𝐸(𝑋) = 0 × 𝑝 + 1 × (1 − 2𝑝) + 2 × 𝑝 = 1, 𝐸(𝑋ଶ)
= 0 × 𝑝 + 1ଶ × (1 − 2𝑝) + 2ଶ × 𝑝 = 1 + 2𝑝 

Therefore, Var𝑋 = 𝐸(𝑋ଶ) − [𝐸(𝑋)]ଶ = 2𝑝; 0 ≤ 𝑝 ≤
ଵ

ଶ
. 

Obviously, for 0 ≤ 𝑝 ≤
ଵ

ଶ
,Var(𝑋) is maximum when 𝑝 =

ଵ

ଶ
, and 

[𝑉𝑎𝑟(𝑋)]௠௔௫ = 2 ×
ଵ

ଶ
= 1. 

 
Example.5.7.12. Find the moment generating function of the 
exponential distribution. 

𝑓(𝑥) =
1

𝑐
𝑒ି

௫
௖ ; 0 ≤ 𝑥 ≤ ∞, 𝑐 > 0. 

Hence find its mean and standard deviation. 
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Solution:Moment generating function about the origin is given by 

𝑀௫(𝑡) = න 𝑒௧௫
ஶ

଴

.
1

𝑐
𝑒ି

௫
௖ 𝑑𝑥 

=
1

𝑐
න 𝑒

ቀ௧ି
ଵ
௖

ቁ௫
ஶ

଴

𝑑𝑥 

=
1

𝑐
቎

𝑒
ቀ௧ି

ଵ
௖

ቁ௫

ቀ𝑡 −
1
𝑐

ቁ
቏

଴

ஶ

= (1 − 𝑐𝑡)ିଵ = 1 + 𝑐𝑡 + 𝑐ଶ𝑡ଶ + 𝑐ଷ𝑡ଷ + ⋯ 

Therefore 𝜈ଵ =  ቂ
ௗ

ௗ௧
𝑀௫(𝑡)ቃ

௧ୀ଴
=  (𝑐 + 2𝑐ଶ𝑡 + 3𝑐ଷ𝑡ଶ + ⋯ )௧ୀ଴ = 𝑐 

𝜈ଶ =  ቈ
𝑑ଶ

𝑑𝑡ଶ
𝑀௫(𝑡)቉

௧ୀ଴

= 2𝑐ଶ 

Now, mean 𝑥̅ = 𝜈ଵ = 𝑐 
Variance 𝜇ଶ = 𝜈ଶ −  𝑥̅ଶ = 𝜈ଶ − 𝜈ଵ

ଶ = 2𝑐ଶ − 𝑐ଶ = 𝑐ଶ. 
Therefore standard deviation  =√𝜇ଶ = 𝑐. 
 
Example.5.7.13. Let 𝑓௑(𝑥) = 𝜇𝑒ିఓ௫ where 𝑋 be an exponential 
random variable with parameter 𝜇. Find its characteristic function. 
 
Solution:The characteristic function, ∅௑(𝑡) = ∫ 𝜇𝑒ିఓ௫𝑒௜௧௫𝑑𝑥

ஶ

௫ୀ଴
 

=
ఓ

ఓି௜௧
. 

We have evaluate the above integral essentially by pretending that 
𝜇 − 𝑖𝑡 is a real number. 
 

5.8. SUMMARY:- 
 
This unit the idea about “Expectation and moments”. Here, we 

will introduce and discuss moment generating functions (MGFs). 
There are random variables for which the moment generating function 
does not exist on any real interval with positive length. If a random 
variable does not have a well-defined MGF, we can use the 
characteristic function defined. 

 
5.9.GLOSSARY:- 
 

i random variable 
ii probability density function (p.d.f) 

iii Mean 
iv Variance 
v Moments 

vi Mathematical expectation 
vii Moment generating function 

viii Characteristic function 
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5.12.TERMINAL QUESTIONS:- 
 
TQ1.The first four moments of a distribution, about the value ′35′ are 
−1.8,240, −1020 and  144000. Find the values of𝜇ଵ,     𝜇ଶ,   𝜇ଷ, 𝜇ସ. 
 
TQ2.The following table represents the height of a batch of100 
learners. Calculate Kurtosis? 
Height 
(cm) 

59 61 63 65 67 69 71 73 75 

No. of 
learners 

0 2 6 20 40 20 8 2 2 

 
TQ3.An urn contains 7white and  3 red balls. Two balls are drawn 
together, at random from this urn. Compute the probability that neither 
of them is white. Find also the probability of getting one white and one 
red ball. Hence compute the expected number of white balls drawn. 
 
TQ4.Obtain the moment generating function at the random variable x 
having probability distribution 

 

𝑓(𝑥) =  ൝
𝑥 𝑓𝑜𝑟 0 < 𝑥 < 1

2 − 𝑥 𝑓𝑜𝑟 1 ≤ 𝑥 < 2
0 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

 

.  
Also determine𝜈ଵ,𝜈ଶand µଶ. 
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TQ5.Let 𝑓௑(𝑥) =
ଵ

గ(ଵା௫మ)
 where 𝑋 be anCauchy random variable.Find 

its characteristic function. 
 

5.13. ANSWERS:- 
 
Answer of Check your progress Questions:-  

1) ∑(x୧ − μ୶)ଶ 
2) 𝐸(𝑋௥) 
3) 𝐸(𝑋ଶ) ≥ (𝐸[𝑋])ଶ 
4) Var𝑋 = 𝐸(𝑋ଶ) − [𝐸(𝑋)]ଶ 
5) 𝑎. 
6) 0. 
7) True 
8) True 
9) False 
10) False 

 

Answer of Terminal Questions:-  
1) 𝜇ଵ = 0,    𝜇ଶ = 236.76, 𝜇ଷ = 264.36, 𝜇ସ = 141290.11. 
2) leptokurtic. 

3)
ଶଵ

ଵହ
. 

4)𝑀௫(𝑡) = 1 + 𝑡 + 𝑡ଶ + ⋯,  𝜈ଵ = 1,𝜈ଶ = 2 and µଶ = 1. 
5) The characteristic function, ∅௑(𝑡) =  𝑒ି|௧|. 
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UNIT 6:- LAW OF LARGE NUMBERS 

CONTENTS: 
 
6.1. Introduction 
6.2. Objectives 
6.3 Chebychev’s Inequality 
            6.3.1 Generalised Form of Bienayme –Chebychev’s  
            Inequality. 
6.4 Convergence in Probability 
 6.4.1. Chebychev’s Theorem 
6.5 Weak law of large numbers (W.L.L.N.) 
6.6 Bernoulli’s Law of Large Numbers 
 6.6.1 Markov’s Theorem 
 6.6.2 Khinchin’s Theorem 
6.7 Borel-Cantelli Lemma (Zero-One Law) 
6.8 Probability Generating Function (p.g.f) 
6.9 Solved Examples  
6.10. Summary  
6.11. Glossary 
6.12 References  
6.13. Suggested Readings 
6.14. Terminal Questions  
6.15 Answers  
 

6.1.INTRODUCTION:- 

In previous unit we have discussed about Mathematical 
expectation, Moment generating function and Characteristic function. 
In this unit first we explained about Chebychev’s Inequality. This 
inequality is named after Russian mathematician Pafnuty Chebyshev, 
although it was first formulated by his friend and colleague Irénée-
Jules Bienaymé. The theorem was first stated without proof by 
Bienaymé in 1853 and later proved by Chebyshev in 1867. The 
convergence in Probability is also explained here. The basic idea 
behind this type of convergence is that the probability of an “unusual” 
outcome becomes smaller and smaller as the sequence progresses. The 
idea of Weak Law of Large Numbers (W.L.L.N) is also discussed here. 
Some other concept of Large number is also explained. 
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6.2.OBJECTIVES:- 

After studying this unit learner will be able to: 

1. Describe the notion of Chebychev’s Inequality. 
2. Explain the concept of Convergence in Probability. 
3. Defined the Weak Law of Large Numbers (W.L.L.N). 
4. Apply the concept of Bernouli’s Law of Large Numbers. 
5. Summarize the Khinchin’s Theorem,Borel-Cantlli Lemma 

(Zero-One Law) and Probability Generating Function (p.g.f). 
 

6.3.CHEBYCHEV’S INEQUALITY:- 

Chebyshev’s inequality is a theory describing the maximum number of 
extreme values in a probability distribution. 

Conditions for Chebyshev's inequality: 

It requires only two minimal conditions: 

i. That the underlying distribution have a mean. 
ii. That the average size of the deviations away from this mean 

(as gauged by the standard deviation) not be infinite. 
 

Definition.If 𝑋 is a random variable with mean 𝜇 and variance 𝜎ଶ, 
then for any positive number 𝑘,  we have 

𝑃{|𝑋 − 𝜇| ≥ 𝑘𝜎} ≤
1

𝑘ଶ
 

or {|𝑋 − 𝜇| < 𝑘𝜎} ≥ 1 −
ଵ

௞మ           ……………(6.3.1) 

Proof. Case (i). 𝑋 is a continuous random variable. By definition, 

𝜎ଶ =  𝜎௑మ − 𝐸{𝑋 − 𝐸(𝑋)}ଶ = 𝐸(𝑋 − 𝜇)ଶ 

       = ∫ (𝑋 − 𝜇)ଶஶ

ିஶ
𝑓(𝑥)𝑑𝑥,where𝑓(𝑥) is 𝑝. 𝑑. 𝑓 of𝑋. 

= න (𝑋 − 𝜇)ଶ
ఓି௞ఙ

ିஶ

𝑓(𝑥)𝑑𝑥 + න (𝑋 − 𝜇)ଶ
ఓା௞ఙ

ఓି௞ఙ

𝑓(𝑥)𝑑𝑥

+ න (𝑋 − 𝜇)ଶ
ஶ

ఓା௞ఙ

𝑓(𝑥)𝑑𝑥 

≥ ∫ (𝑋 − 𝜇)ଶఓା௞ఙ

ିஶ
𝑓(𝑥)𝑑𝑥 + ∫ (𝑋 − 𝜇)ଶஶ

ఓା௞ఙ
𝑓(𝑥)𝑑𝑥…(6.3.2) 

 
Since, we know that 
𝑥 ≤ 𝜇 − 𝑘𝜎and𝑥 ≥ 𝜇 + 𝑘𝜎 ⟺ |𝑥 − 𝜇| ≥ 𝑘𝜎 … … … … (𝟔. 𝟑. 𝟑) 
Therefore by using (6.3.2) and (6.3.3) we get, 
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𝜎ଶ ≥ 𝑘ଶ𝜎ଶ ቈන 𝑓(𝑥)
ఓା௞

ିஶ

𝑑𝑥 + න 𝑓(𝑥)
ஶ

ఓା௞

𝑑𝑥቉ 

𝜎ଶ = 𝑘ଶ𝜎ଶ[𝑃(𝑋 ≤ 𝜇 − 𝑘𝜎) + 𝑃(𝑋 ≥ 𝜇 + 𝑘𝜎)] 
                                             = 𝑘ଶ𝜎ଶ. 𝑃{|𝑋 − 𝜇| ≥ 𝑘𝜎} 

                                                                                     (From (5.3.3)) 
This implies that {|𝑋 − 𝜇| ≥ 𝑘𝜎} ≤ 𝟏 𝒌𝟐 … (𝟔. 𝟑. 𝟒)⁄  
Also since 𝑃{|𝑋 − 𝜇| ≥ 𝑘𝜎} + 𝑃{|𝑋 − 𝜇| < 𝑘𝜎} = 1, we get 
𝑃{|𝑋 − 𝜇| < 𝑘𝜎} = 1 − 𝑃{|𝑋 − 𝜇|} ≥ 1 − {1 𝑘ଶ⁄ }……(6.3.5) 
 
Case (ii).If𝑋 is a discrete random variable, the proof follows 
exactly similarly on replacing integration by summation. 
 
Remark: In particular, if we take𝑘𝜎 = 𝑐 > 0,then (6.3.2) and 
(6.3.3) give respectively 

𝑃{|𝑋 − 𝜇| ≥ 𝑐} ≤
ఙమ

௖మ 
and 𝑃{|𝑋 − 𝜇| < 𝑐} ≤ 1 −

ఙమ

௖మ
 

𝑃{|𝑋 − 𝜇| ≥ 𝑐} ≤
௏௔௥ (௑)

௖మ  and 𝑃{|𝑋 − 𝜇| < 𝑐} ≤ 1 −
௏௔௥ (௑)

௖మ
………(6.3.6) 

 
Practical Example: 

 Assume that an asset is picked from a population of 
assets at random. The average return of the population 
of  assets is 12%, and the standard deviation of the 
population of assets is 5%. To calculate the probability 
that an asset picked at random from this population, 
which has a return less than 4% or greater than 20%, 
Chebyshev’s inequality can be applied. 
 

 Suppose we have sampled the weights of dogs in the 
local animal shelter and found that our sample has a 
mean of 20 pounds with a standard deviation of 3 
pounds. With the use of Chebyshev’s inequality, we 
know that at least 75% of the dogs that we sampled 
have weights that are two standard deviations from the 
mean. Two times the standard deviation gives us 2 x 3 = 
6. Subtract and add this from the mean of 20. This tells 
us that 75% of the dogs have weight from 14 pounds to 
26 pounds. 

 

Use of the Inequality: If we know more about the distribution that 
we’re working with, then we can usually guarantee that more data is a 
certain number of standard deviations away from the mean. For 
example, if we know that we have a normal distribution, then 95% of 
the data is two standard deviations from the mean. Chebyshev’s 
inequality says that in this situation we know that at least 75% of the 
data is two standard deviations from the mean. As we can see in this 
case, it could be much more than this 75%. 
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The value of the inequality is that it gives us a “worse case” scenario in 
which the only things we know about our sample data (or probability 
distribution) is the mean and standard deviation. When we know 
nothing else about our data, Chebyshev’s inequality provides some 
additional insight into how spread out the data set is. 

 

6.3.1. GENERALISED FORM OF BIENAYME -
CHEBYCHEV’S INEQUALITY:- 

Let 𝑔(𝑋)be a non-negative function of a random variable 𝑋. Then for 

every 𝑘 > 0, we have, 𝑃{𝑔(𝑋) ≥ 𝑘} ≤
ா{௚(௑)}

௞
……….......(6.3.7) 

Proof.Here we shall prove the theorem for continuous random 
variable. The proof can be adapted to the case of discrete random 
variable on replacing integration by summation over the given range of 
the variable. 

 Let 𝑆 be the set of all 𝑋, where 𝑔(𝑋) ≥ 𝑘,   𝑖. 𝑒. ,      𝑆 =
{𝑥: 𝑔(𝑥) ≥ 𝑘} then 

∫ 𝑑𝐹(𝑥)    =      𝑃{𝑔(𝑋) ≥ 𝑘},
ௌ

………(6.3.8) 

where𝐹(𝑥) is the distribution function of 𝑋. 

𝐸{𝑔(𝑋)} = න 𝑔(𝑥)𝑑𝐹(𝑥) ≥
ஶ

ିஶ

න 𝑔(𝑥)𝑑𝐹(𝑥) ≥ 𝑘𝑃{𝑔(𝑥) ≥ 𝑘}
ௌ

 

[Since on 𝑆, 𝑔(𝑥) ≥ 𝑘 and using (6.3.8)] 

𝑃{𝑔(𝑋)} ≥ 𝑘 ≤
ா{௚(௑)}

௞
………(6.3.9) 

Remark 6.3.1.If we take𝑔(𝑋) =  {𝑋 − 𝐸(𝑋)}ଶ =  {𝑋 − 𝜇}ଶand 
replace by 𝑘ଶ𝜎ଶ in (6.3.7), we get 

𝑃{(𝑋 − 𝜇)ଶ} ≥
𝐸(𝑋 − 𝜇)ଶ

𝑘ଶ𝜎ଶ
=

𝜎ଶ

𝑘ଶ𝜎ଶ
=

1

𝑘ଶ
 

                                         ⟹  𝑃 ቄ|𝑋 − 𝜇| ≥ 𝑘𝜎 ≤
ଵ

௞మ
ቅ … … …(6.3.10). 

Which is Chebychev’s inequality. 

Remark 6.3.2.Markov’s Inequality. Taking 𝑔(𝑋) = |𝑋| in (6.3.7) we 

get, for any 𝑘 > 0, 𝑃 ቄ|𝑋| ≥ 𝑘 ≤
ா|௑|

௞
ቅ,which is Markov’s 

inequality………………(6.3.11) 

The generalized form of Markov’s inequality, 

𝑃(|𝑋|௥ ≥ 𝑘௥) ≤
𝐸|𝑋|௥

𝑘௥
… … … … … … … … (𝟔. 𝟑. 𝟏𝟐) 
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Remark 6.3.3. If we assume the existence of only second – order 
moments of 𝑋, then we cannot do better than Chebychev’s inequality. 
However, we can sometimes improve upon the results of Chebyshev's 
inequality if we assume the existence of higher order moments. 

6.4.CONVERGENCE IN PROBABILITY:- 

We shall now defined the concept of convergence, viz., 
convergence in probability or stochastic convergence. The idea that a 
sequence of essentially random or unpredictable events can sometimes 
be expected to settle down into a behaviour that is essentially 
unchanging when items far enough into the sequence are studied. 

 The different possible notions of convergence relate to how 
such behaviour can be characterized: two readily understood 
behaviours are that the sequence eventually takes a constant value, and 
that values in the sequence continue to change but can be described by 
an unchanging probability distribution. 

A sequence of random variables 𝑋ଵ, 𝑋ଶ,𝑋ଷ,…………………𝑋௡ … … … is said to 
converge in probability to a constant 𝑎, if for any ∈> 0, 

lim
௡→ஶ

𝑃(|𝑋௡ − 𝑎| <∈) = 1 … … … … … … (𝟔. 𝟑. 𝟏𝟑) 

or  its  equivalent  
lim

௡→ஶ
𝑃(|𝑋௡ − 𝑎| ≥∈) = 0 … … … … … … (𝟔. 𝟑. 𝟏𝟒) 

and we can written 𝑋௡

௣
→ 𝑎, 𝑎𝑠 𝑛 → ∞ ………(6.3.15) 

If  there exists a random variable 𝑋 such that 𝑋௡ − 𝑎
௣
→ 𝑎 as   𝑛 →

∞, then we say that  the given sequence {𝑋௡} of random variables 
converges in probability to the random variable 𝑋. 

Remark 6.4.1: If a sequence of constants 𝑎௡ − 𝑎  as 𝑛 → ∞ then 
regarding the constant random variable having one-point distribution at 

that point, simply we write 𝑎௡

௣
→ 𝑎   as 𝑛 → ∞. 

Remark 6.4.2: Although the concept of convergence in probability is 
basically different from that of ordinary convergence of sequence of 
numbers, it can easily verified that the following simple rules hold  for 
convergence in probability as well. 

If that 𝑋௡

௣
→ 𝛼 𝑌௡

௣
→ 𝛽 𝑎𝑠 𝑛 → ∞, then 

i 𝑋௡ + 𝑌௡

௣
→ 𝛼 ±  𝛽 𝑎𝑠 𝑛 → ∞, 

ii 𝑋௡𝑌௡

௣
→ 𝛼  𝛽 𝑎𝑠 𝑛 → ∞, 

iii 
௑೙

௒೙

௣
→

ఈ

ఉ
𝑎𝑠 𝑛 → ∞, provided 𝛽 ≠ 0. 
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6.4.1.CHEBYCHEV’S THEOREM:- 

As an immediate consequence of Chebychev’s inequality, we 
have the following theorem on convergence in probability. 
“If 𝑋ଵ, 𝑋ଶ, … … . 𝑋௡ is a sequence of random variables and if mean 𝜇௡ 
and standard deviation 𝜎௡ of 𝑋௡ exists for all 𝑛 and if 𝜎௡ → 0 as n→
∞” 

Proof. By Chebychev’s inequality, for ∈> 0, 

𝑃{|𝑋௡ − 𝜇௡| ≥ 𝜖} ≤
𝜎௡

ଶ

𝑘ଶ
→ 0 𝑎𝑠 𝑛

→ ∞(∵ 𝜎௡ → 0 as n → ∞). 

Hence 𝑋௡ − 𝜇௡

௣
→ 0 𝑎𝑠 𝑛 → ∞, provided 𝜎௡ → 0 as n→ ∞. 

6.5.WEAK LAW OF LARGE NUMBERS :- 

Let 𝑋ଵ, 𝑋ଶ,𝑋ଷ,…………………𝑋௡ … … … be a sequence of random 
variables  and𝜇ଵ, 𝜇ଶ,𝜇ଷ,…………………𝜇௡ … … …  be their respective 
expectations and let 

𝐵௡ = 𝑉𝑎𝑟(𝑋ଵ + 𝑋ଶ + ⋯ + 𝑋௡) < ∞ 

Then 

𝑃 ቄቚ
௑భା௑మା⋯ା௑೙

௡
−

ఓభାఓమା⋯ାఓ೙

௡
ቚ < 𝜖ቅ ≥ 1 − 𝜂 … … … … … … (𝟔. 𝟓. 𝟏) 

For all 𝑛 > 𝑛଴, where 𝜖 and 𝜂 are arbitrary small positive numbers, 
provided 

lim
௡→ஶ

𝐵௡

𝑛ଶ
⟶ 0. 

 

Proof. Using  Chebychev’s Inequality, to the random variable  
(௑భା௑మା⋯ା௑೙)

௡
, we get for any 

𝜖 > 0, 𝑃 ቄቚቀ
௑భା௑మା⋯ା௑೙

௡
ቁ − ቀ𝐸

௑భା௑మା⋯ା௑೙

௡
ቁቚ < 𝜖ቅ ≥ 1 −

஻೙

௡మ∈మ
, 

൤𝑆𝑖𝑛𝑐𝑒 𝑉𝑎𝑟 ൬
𝑋ଵ + 𝑋ଶ + ⋯ + 𝑋௡

𝑛
൰ =

1

𝑛ଶ
𝑉𝑎𝑟(𝑋ଵ + 𝑋ଶ + ⋯ + 𝑋௡)

=
𝐵௡

𝑛ଶ ∈ଶ
൨ 

It implies that 𝑃 ቄቚቀ
௑భା௑మା⋯ା௑೙

௡
ቁ − ቀ

ఓభାఓమା⋯ାఓ೙

௡
ቁቚ < 𝜖ቅ ≥ 1 −

஻೙

௡మ∈మ. 

So far, nothing is assumed about the behaviour of  𝐵௡ for indefinitely 

increasing values of 𝑛.Since𝜖 is arbitrary, we assume 
஻೙

௡మ∈మ ⟶ 0, 𝑎𝑠 𝑛 

becomes indefinitely large. Thus, having chosen two arbitrary small 
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positive numbers 𝜖 and 𝜂, number 𝑛଴ can be found so that inequality 
஻೙

௡మ∈మ <  𝜂, will hold for 𝑛 > 𝑛଴.Consequently, we shall have 

𝑃 ൜ฬ൬
𝑋ଵ + 𝑋ଶ + ⋯ + 𝑋௡

𝑛
൰ − ൬

𝜇ଵ + 𝜇ଶ + ⋯ + 𝜇௡

𝑛
൰ฬ < 𝜖ൠ ≥ 1 − 𝜂 

For all  𝑛 > 𝑛଴, (𝜖, 𝜂). This conclusion leads to the following 
important result, known as the (Weak) Law of Large Numbers: 

“With the probability approaching unity or certain as near as we 
please, we may expect that the arithmetic mean of values actually 
assumed by 𝑛 random variables will differ from the arithmetic mean of 
their expectations by less than any given number, however Small, 
provided the number of variables can be taken sufficiently large and 

provided the condition
஻೙

௡మ
⟶ 0 as 𝑛 ⟶ ∞ is fulfilled.” 

Remark 6.5.1.𝑋ത௡

௣
→ 𝜇௡തതതprovided

஻೙

௡మ
⟶ 0 as 𝑛 ⟶ ∞. 

Remark 6.5.2.For the existence of the law we assume the following 
conditions: 

a) 𝐸(𝑋௜) exists for all 𝑖, 
b) 𝐵௡ = 𝑉𝑎𝑟(𝑋ଵ + 𝑋ଶ + ⋯ + 𝑋௡)exists. 

c) 
஻೙

௡మ
⟶ 0as 𝑛 ⟶ ∞. 

Remark 6.5.3.  If  𝑋ଵ, 𝑋ଶ,𝑋ଷ,…………………𝑋௡ … … … are independent and 
identically distributed. 
i.e., if 𝐸(𝑋௜) = 𝜇 and 𝑉𝑎𝑟(𝑋௜) =  𝜎ଶ for all 𝑖 = 1,2, … … . . 𝑛 then  

𝐵௡ = 𝑉𝑎𝑟(𝑋ଵ + 𝑋ଶ + ⋯ + 𝑋௡) = ෍ 𝑉𝑎𝑟 (𝑋௜)

௡

௜ୀଵ

 

The convariance terms vanish, since variables are independent. 
𝐵௡ = 𝑛𝜎ଶ … … … … … … … . . (𝟔. 𝟓. 𝟐) 

Hence lim௡⟶ஶ
஻೙

௡మ = lim௡→ஶ(𝜎ଶ 𝑛⁄ ) = 0.  Thus, the law of large 

number holds for the sequence {𝑋௡} of independent and identically 
distributed random variables and we get, 

𝑃 ቄቚ
௑భା௑మା⋯ା௑೙

௡
− 𝜇ቚ < 𝜖ቅ > 1 − 𝜂for 𝑛 >

𝑛଴ 𝑖. 𝑒. , 𝑃{|𝑋௡
തതതത − 𝜇| < 𝜖} ⟶ 1 𝑎𝑠 𝑛 ⟶ ∞ ⇒  𝑃{|𝑋௡

തതതത −
𝜇| < 𝜖} ⟶ 0 𝑎𝑠 𝑛 ⟶ ∞. 

Where 𝑋௡
തതതത is the mean of the 𝑛 random variables 

𝑋ଵ, 𝑋ଶ,𝑋ଷ,…………………𝑋௡.This result implies that 𝑋௡
തതതത converges in 

probability to 𝜇, 𝑖. 𝑒. , 𝑋ത௡

௣
→ 𝜇. 

 If 𝑋௡
തതതത is the mean of 𝑛 identically distributed random 

variables𝑋ଵ, 𝑋ଶ,𝑋ଷ,…………………𝑋௡ with if 𝐸(𝑋௜) = 𝜇 and 
𝑉𝑎𝑟(𝑋௜) =  𝜎ଶ, then 𝐸(𝑋௡

തതതത) = 𝜇; and 𝑉𝑎𝑟(𝑋௡
തതതത) =

𝑉𝑎𝑟(∑ 𝑥௜ 𝑛⁄௡
௜ୀଵ ) = 𝜎ଶ 𝑛.⁄  



ADVANCED STATISTICS                                                 MAT 503 

 

 Department of Mathematics 
Uttarakhand Open University Page 90 
 

6.6.BERNOULI’S LAW OF LARGE NUMBERS:- 

The law of large numbers, in statistics, the theorem 
that, as the number of identically distributed, 
randomly generated variables increases, their sample 
mean (average) approaches their theoretical mean.The 
law of large numbers was first proved by the Swiss 
mathematician Jakob Bernoulli in 1713. The law of 
large numbers is closely related to what is commonly 
called the law of averages. 
Let there be 𝑛 trials of an event, each trial resulting in 
a success or failure. If 𝑋 is the number of successes in 
𝑛 trials with constant probability 𝑝 of success for each 
trial, then 𝐸(𝑋) = 𝑛𝑝 and 𝑉𝑎𝑟(𝑋) = 𝑛𝑝𝑞, 𝑞 = 1 − 𝑝. 
The variable 𝑋 𝑛⁄  represents of  successes or the 
relative frequency of successes, and 

 

  
                     Fig 6.5.1 

Ref: 
https://www.britannica.com/science/law-
of-large-numbers 

 

𝐸 ቀ
௑

௡
ቁ = 𝑝, and 𝑉𝑎𝑟 ቀ

௑

௡
ቁ =

ଵ

௡మ  𝑉𝑎𝑟(𝑋) =
௣௤

௡
. 

Then, 

𝑃 ቄቚ
௑

௡
− 𝑝ቚ < 𝜖ቅ ⟶ 1 as 𝑛 ⟶ ∞ ⟹ 𝑃 ቄቚ

௑

௡
− 𝑝ቚ ≥ 𝜖ቅ as 𝑛 ⟶ ∞ 

……………………………………………… … (𝟔. 𝟔. 𝟏) 

for any assigned 𝜖 > 0. This implies that (𝑋 𝑛⁄ ) converges in 
probability to 𝑝 as 𝑛 ⟶ ∞. 

Proof. Using  Chebychev’s Inequality, to the random variable  ቀ
௑

௡
ቁ, we 

get for any 𝜖 > 0, 𝑃 ቄቚ
௑

௡
− 𝐸 ቀ

௑

௡
ቁቚ ≥ 𝜖ቅ ≤

௏௔௥ (௑ ௡⁄ )

∈మ =
௣௤

௡∈మ ≤
ଵ

ସ௡∈మ. 

Since the maximum value of 𝑝𝑞 is at 𝑝 = 𝑞 =
ଵ

ଶ
, 𝑖. 𝑒. , max(𝑝𝑞) =

ଵ

ସ
, 𝑖. 𝑒. , 𝑝𝑞 ≤

ଵ

ସ
. Since 𝜖 is arbitrary, we get 

 𝑃 ቄቚ
௑

௡
− 𝐸 ቀ

௑

௡
ቁቚ ≥ 𝜖ቅ → 0 𝑎𝑠 𝑛 ⟶ ∞ ⟹ 𝑃 ቄቚ

௑

௡
− 𝐸 ቀ

௑

௡
ቁቚ ≥ 𝜖ቅ ⟶ 1  

as  𝑛 ⟶ ∞. 

6.6.1.MARKOV’S THEOREM:- 

The weak law of large numbers holds if for some 𝛿 > 0, all the 
mathematical expectations 𝐸|𝑋௜|

ଵାఋ; 𝑖 = 1,2, … … … exist and are 
bounded. Markov theorem provides only a necessary condition for the 
weak law of large numbers to hold good. 
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6.6.2.KHINCHIN’S THEOREM:- 

If 𝑋௜′𝑠 are identically and independently distributed random variables, 
the only necessary condition for the law of large numbers to hold is 
that 𝐸(𝑋௜); 𝑖 = 1,2 ….should exist. 

 

6.7. BOREL-CANTELLI LEMMA:- 

Theorem 6.7.1.Let𝐴ଵ, 𝐴ଶ,𝐴ଷ, … … … … be a sequence of events on the 
probability space (𝑆, 𝐵, 𝑃)and let 𝐴 = lım തതതതത 𝐴௡. If ∑ 𝑃(𝐴௡) < ∞,ஶ

௡ୀଵ  
then 𝑃(𝐴) = 0. It means that if ∑ 𝑃(𝐴௡)ஶ

௡ୀଵ  converges then with 
probability one, only a finite number of 𝐴ଵ, 𝐴ଶ,𝐴ଷ, … … … …can occur. 

Proof.Since 𝐴 = lım തതതതത 𝐴௡ = ⋂ ⋃ 𝐴௡,ஶ
௠ୀ௡

ஶ
௡ୀଵ  we have 𝐴 ⊂ ⋃ 𝐴௠,ஶ

௠ୀ௡  
for every 𝑛. Thus for each 𝑛, 𝑃(𝐴) ≤ ∑ 𝑃(𝐴௠).ஶ

௠ୀ௡  Since ∑ 𝑃(𝐴௡)ஶ
௡ୀଵ  

is convergent (given), ∑ 𝑃(𝐴௠),ஶ
௠ୀ௡  being the remainder term of a 

convergent series, tends to zero 𝑎𝑠 𝑛 ⟶ ∞. Thus 𝑃(𝐴) = 0. 

Borel-Cantelli Lemma (Converse). Let 𝐴ଵ, 𝐴ଶ, … …. Be independent 
events on (𝑆, 𝐵, 𝑃)and  𝐴 = lım തതതതത 𝐴௡,If ∑ 𝑃(𝐴௡) = ∞,ஶ

௡ୀଵ  then If 
𝑃(𝐴) = 1. 

Proof. We have for any 𝑚, 𝑛(𝑚 > 𝑛). ⋂ 𝐴௞
തതതതஶ

௞ୀ௡ ⊂ ⋂ 𝐴௞ 
തതതത௠

௞ୀ௡ ⟹
𝑃(⋂ 𝐴௞

തതതതஶ
௞ୀ௡ ) ≤ 𝑃(⋂ 𝐴௞ 

തതതത௠
௞ୀ௡ ) = ∏ 𝑃(𝐴௞

തതതത)௠
௞ୀ௡  (where 𝐴௡

തതതത = 𝑆 − 𝐴௡) , 
because of the fact that if (𝐴௡, 𝐴௡ାଵ, … … . 𝐴௠) are independent events, 
so are (𝐴௡

തതതത, 𝐴̅௡ାଵ, … … . 𝐴௠
തതതത). Hence 𝑃(⋂ 𝐴௞ 

തതതത௠
௞ୀ௡ ) = ∏ {1 −௠

௞ୀ௡

𝑃(𝐴௞)} ≤ ∏ 𝑒ି௉(஺ೖ)௠
௞ୀ௡ [∵ 1 − 𝑥 ≤ 𝑒ି௫, 𝑓𝑜𝑟 𝑥 ≥ 0] =

𝑒𝑥𝑝{− ∑ 𝑃(𝐴௞)௠
௞ୀ௡ }, ∀𝑚.Since ∑ 𝑃(𝐴௞) = ∞,ஶ

௡ୀଵ ∑ 𝑃(𝐴௡) ⟶ஶ
௞ୀ௡

∞,as 𝑚 ⟶ ∞,  

therefore 𝑃(⋂ 𝐴௞ 
തതതതஶ

௞ୀ௡ ) = 0 ………..(5.7.1) 

But 𝐴 = ⋂ ⋃ 𝐴௡
ஶ
௠ୀ௡

ஶ
௡ୀଵ  therefore 𝐴̅ = ⋂ ⋃ 𝐴̅௞

ஶ
௞ୀ௡

ஶ
௡ୀଵ (De-Morgan’s 

Law).It implies that 𝑃(𝐴̅) ∑ 𝑃(⋂ 𝐴௞ 
തതതതஶ

௞ୀ௡ ) = 0 ⟹ 𝑃(𝐴̅ஶ
௡ୀଵ ) = 0 

(from …(5.7.1)). 

Hence 𝑃(𝐴) = 1 − 𝑃(𝐴̅) = 1, as required. If 𝐴ଵ, 𝐴ଶ, … …. are 
independent events on (𝑆, 𝐵, 𝑃), it follows from Theorem (5.7.1) that 
the probability that an infinite number of them occur is either zero 
(∑ 𝑃(𝐴௡) < ∞)ஶ

௡ୀଵ  or one [𝑤ℎ𝑒𝑛 ∑ 𝑃(𝐴௡) = ∞)ஶ
௡ୀଵ ]. This statement 

is a special case of so-called “Zero-one law”. 

Zero-one law:If 𝐴ଵ, 𝐴ଶ, … …. are independent events and if 𝐸 belongs 
to the 𝜎 −field generated by the class ൫𝐴௡, 𝐴௡ାଵ, … . ൯ for every  𝑛, then 
𝑃(𝐸) is zero or one. 
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6.8.PROBABILITY GENERATING FUNCTION:-  

If 𝑎଴, 𝑎ଵ, 𝑎ଶ … …. Is a sequence of real numbers and if 𝐴(𝑠) = 𝑎଴ +

𝑎ଵ𝑠 + 𝑎ଶ𝑠ଶ + ⋯ = ∑ 𝑎௜𝑠௜ஶ
௜ୀଵ converges in some interval -𝑠଴ < 𝑠 < 𝑠଴, 

when the sequence is infinite then the function 𝐴(𝑠) is known as the 
generating function of the sequence {𝑎௜}. When 𝑎௜ is the probability 
that an integral valued discrete variable 𝑋 takes the values 𝑖, i.e.,𝑎௜ =
 𝑝௜ = 𝑃(𝑋 = 𝑖); 𝑖 = 0,1,2, … … with ∑ 𝑝௜ = 1, then the probability 
generating function, abbreviated as 𝑝. 𝑔. 𝑓., of 𝑟. 𝑣. 𝑋 is defined as: 

𝑃(𝑠) = 𝐸(𝑠௑) = ∑ 𝑠௫. 𝑝௫
ஶ
௫ୀ଴ ………………………………(6.8.1) 

Remark 6.8.1.Obviously, we have𝑃(1) = ∑ 𝑝௫ = 1.௫  Thus a function 
𝑃(𝑠) defined in (6.8.1) is a probability generating function iff𝑝௫ ≥
0∀𝑥 and ∑ 𝑝௫ = 1.௫  

Remark 6.8.2.Taking 𝑠 = 𝑒௧in (6.8.1) we get 𝑃(𝑒௧) = 𝐸(𝑒௧௑) =
𝑀௑(𝑡), 𝑖. 𝑒., from probability generating function we can obtain 
moment generating function on replacing 𝑠 by 𝑒௧……………(6.8.2) 

Remark 6.8.3.The joint probability generating function of two random 
variables 𝑋ଵ and 𝑋ଶ is a function of two random variables 𝑠ଵ and 𝑠ଶ 
defined by: 

𝑃௑భ,௑మ
(𝑠ଵ, 𝑠ଶ) = 𝐸(𝑠ଵ

௑భ . 𝑠ଶ
௑మ) = ෍ ෍ 𝑠ଵ

௫భ .

௫మ௫భ

𝑠ଶ
௫మ𝑝(𝑥ଵ, 𝑥ଶ). . (𝟔. 𝟖. 𝟑) 

Marginal probability generating function can be obtained from (6.8.3) 
as given below: 

𝑃௑భ
(𝑠ଵ) =  𝐸(𝑠ଵ

௑భ) =  𝑃௑భ,௑మ
(𝑠ଵ, 1); 𝑃௑మ

(𝑠ଶ) =  𝐸(𝑠ଶ
ଶ)

=  𝑃௑భ,௑మ
(1, 𝑠ଶ) … (𝟔. 𝟖. 𝟒)   

Remark 6.8.4. Two random variables variables 𝑋ଵ and 𝑋ଶ are 
independent ⟺ 𝑃௑భ,௑మ

(𝑠ଵ, 𝑠ଶ) = 𝑃௑భ
(𝑠ଵ). 𝑃௑మ

(𝑠ଶ) … … … … … (𝟔. 𝟖. 𝟓). 

The above concepts can be generalised to 𝑛 random variables. 

6.9. SOLVED EXAMPLES:- 
Example 6.9.1.A symmetric die is thrown 600 times. Find the lower 
bound for the probability of getting 80 to 120 sixes. 

Solution.Let 𝑆 be total number of successes. Then𝐸(𝑆) = 𝑛𝑝 = 600 ×
ଵ

଺
= 100 and 𝐸(𝑆) = 𝑛𝑝𝑞 = 600 ×

ଵ

଺
×

ହ

଺
=

ହ଴଴

଺
. Using Chebyshev's 

inequality, we get, 
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𝑃{|𝑋 − 𝐸(𝑆)| < 𝑘𝜎} ≥ 1 −
ଵ

௞మ ⟹ 𝑃 ቊ|𝑋 − 100| <

𝑘ට
ହ଴଴

଺
ൠ ≥ 1 −

ଵ

௞మ. 

Therefore 𝑃 ቊ100 − 𝑘ට
ହ଴଴

଺
< 𝑆 < 100 + 𝑘ට

ହ଴଴

଺
ቋ ≥ 1 −

ଵ

௞మ 

Taking 𝑘 =
ଶ଴

ඥହ଴଴ ଺⁄
 

𝑃{80 ≤ 𝑆 ≤ 120} ≥ 1 −
1

400 × (6 500⁄ )
=

19

24
 

Example 6.9.2.UseChebyshev's inequality to determine how many 
times a fair coin must be tossed in order that the probability will be at 
least 0.90 that the ratio of the observed number of heads to the number 
of tosses will lie between 0.4 and 0.6. 

Solution. By Bernoulli’s Law of Large Numbers, we get for any𝜖 > 0, 

𝑃 ൜ฬ
𝑋

𝑛
− 𝑝ฬ < 𝜖ൠ ⟶ 1 𝑎𝑠 𝑛 ⟶ ∞ ⟹ 𝑃 ൜ฬ

𝑋

𝑛
− 𝑝ฬ ≥ 𝜖ൠ  𝑎𝑠 𝑛

⟶ ∞ 

Since 𝑝 = 0.5(𝑎𝑠 𝑡ℎ𝑒 𝑐𝑜𝑖𝑛 𝑖𝑠 𝑢𝑛𝑏𝑖𝑎𝑠𝑒𝑑) and we want the proportion 

of successes  𝑋 𝑛⁄  to lie between 0.4 and 0.6,we have,ቚ
௑

௡
− 𝑝ቚ ≤ 0.1. 

Thus choosing 𝜖 = 0.1, we have 𝑃 ቄቚ
௑

௡
− 𝑝ቚ < 0.1ቅ ≥ 1 −

ଵ

ସ௡(଴.ଵ)మ =

1 −
ଵ

଴.଴ସ
. Since we want this probability to be 0.9, we fix 1 −

ଵ

଴.଴ସ௡
=

0.90 it implies that 0.10 =
ଵ

଴.଴ସ௡
⟹ 𝑛 =

ଵ

଴.ଵ଴×଴.଴ସ
= 250. 

Hence the required number of tosses is 250. 

Example 6.9.3.Two unbiased dice are thrown. If 𝑋 is the sum of the 

numbers showing up, prove that𝑃{|𝑋 − 7| < 𝑘𝜎} ≥ 3 ≤
ଷହ

ହସ
.Compare 

this with the actual probability. 

Solution.The probability distribution of the random variable𝑋 (the sum 
of the numbers on the two dice) is as given in the following table: 
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𝑿 Favourable cases (distinct) Probability 

(𝒑) 
2 
3 
4 
5 
6 
7 
8 
9 

10 
11 
12 

(1,1) 
(1,2),(2,1) 

(1,3),(3,1)(2,2) 
(1,4),(4,1),(2,3),(3,2) 

(1,5),(5,1),(2,4),(4,2),(3,3) 
(1,6),(6,1),(2,5),(5,2),(3,4),(4,3) 

(2,6),(6,2),(3,5),(5,3),(4,4) 
(3,6),(6,3),(4,5),(5,4) 

(4,6),(6,4),(5,5) 
(5,6),(6,5) 

(6,6) 

1 36⁄  
2 36⁄  
3 36⁄  
4 36⁄  
5 36⁄  
6 36⁄  
5 36⁄  
4 36⁄  
3 36⁄  
2 36⁄  
1 36⁄  

 
 
 
 

𝐸(𝑋) = ෍ 𝑝. 𝑥

௫

 

     = 
ଵ

ଷ଺
(2 + 6 + 12 + 20 + 30 + 42 + 40 + 36 + 30 +

22 + 12) = 7 

𝐸(𝑋ଶ) = ෍ 𝑝. 𝑥ଶ

௫

=
1

36
(4 + 18 + 48 + 100 + 180 + 294

+ 320 + 324 + 300 + 144) =
1

36
(1974)

=
329

6
 

Therefore 𝑉𝑎𝑟 (𝑋) = 𝐸(𝑋ଶ) − {𝐸(𝑋)}ଶ =
ଷଶଽ

଺
− (7)ଶ =

ଷହ

଺
 

Using Chebyshev's inequality, we get 

𝑃{|𝑋 − 𝜇| ≥ 𝑘} ≤
௏௔௥ ௑

௞మ
⟹ 𝑃{|𝑋 − 7| ≥ 3} ≤

ଷହ ଺⁄

ଽ
=

ଷହ

ହସ
.(Taking 𝑘 = 3) 

Actual Probability: 
𝑃{|𝑋 − 7| ≥ 3} = 1 − 𝑃{|𝑋 − 7| < 3}

= 1 − 𝑃(4 < 𝑋 < 10). 
                              

= 1 − [𝑃(𝑋 = 5) + 𝑃(𝑋 = 6) + 𝑃(𝑋 = 7)
+ 𝑃(𝑋 = 8) + 𝑃(𝑋 = 9)] 

= 1 −
1

36
[4 + 5 + 6 + 5 + 4] = 1 −

24

36
=

1

3
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Example 6.9.4: Let 𝑋ଵ, 𝑋ଶ, … … … … … , 𝑋௡ independent 
and identical distributed variables with mean 𝜇and variance 

𝜎ଶand as 𝑛 ⟶ ∞, (𝑥ଵ
ଶ + 𝑥ଶ

ଶ + ⋯ 𝑥௡
ଶ) 𝑛 

௣
→   𝑐,⁄ for some 

constant 𝑐, for some constant 𝑐; (0 ≤ 𝑐 ≤ ∞). Find 𝑐. 

Solution.   𝐸(𝑋௜) = 𝜇, 𝑉𝑎𝑟 (𝑋௜) = 𝜎ଶ; 𝑖 = 1,2, … … … 𝑛. 

Therefore 𝐸(𝑋௜
ଶ) = 𝑉𝑎𝑟(𝑋௜)+ {𝐸(𝑋௜)}ଶ = 𝜎ଶ +

𝜇ଶ(𝑓𝑖𝑛𝑖𝑡𝑒); 𝑖 = 1,2, … … … 𝑛. 

Since 𝐸(𝑋௜
ଶ) is finite; by khinchine’s Theorem weak law of 

large number holds for the sequence of independent and 
identical distributed variables for the sequence 𝑋௜

ଶ of 
independent and identical distributed random variables so 
that, 

(𝑥ଵ
ଶ + 𝑥ଶ

ଶ + ⋯ 𝑥௡
ଶ) 𝑛 

௣
→   𝐸(𝑋௜

ଶ) 𝑎𝑠  𝑛 ⟶ ∞ ⁄ . 

This implies that 

(𝑥ଵ
ଶ + 𝑥ଶ

ଶ + ⋯ 𝑥௡
ଶ) 𝑛 

௣
→ 𝜎ଶ + 𝜇ଶ = 𝑐  𝑎𝑠  𝑛 ⟶ ∞ ⁄  

Hence     𝑐 = 𝜎ଶ + 𝜇ଶ. 

Example 6.9.5:A bag contains one black ball and 𝑚 white 
balls. Aball is drawn at random. If a white ball is drawn, it 
is returned to the bag together with an additional white 
ball. If the black ball is drawn, it alone is returned to the 
bag. 

Let 𝐴௡ denote the event that the black ball is not drawn in 
the first 𝑛 trials. Discuss the converse to Borel-Cantelli 
Lemma with reference to events 𝐴௡, 𝑛 = 1,2,3 … … … .. 

Solution: 

𝐴௡ = The event that black ball is not drawn in the first 𝑛 
trials ….......(6.9.4.1) 

 = The event that each of the first 𝑛 trials resulted in the 
draw of a white ball. 

⟹ P(A୬) = P(Eଵ ∩ Eଶ ∩ … … .∩ E୬),whereE୧ is the event 
of drawing a white ball   

       in the ith trial.Therefore,  

P(A୬)
=  P(Eଵ)𝑃(𝐸ଶ 𝐸ଵ⁄ ). 𝑃(𝐸ଷ 𝐸ଵ ∩ 𝐸ଶ⁄ ). . 𝑃(𝐸௡ 𝐸ଵ ∩ 𝐸ଶ. .∩ 𝐸௡ିଵ⁄ ) 
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=
𝑚

𝑚 + 1
×

𝑚 + 1

𝑚 + 2
× … … … … ×

𝑚 + 𝑛 − 1

𝑚 + 𝑛

=
𝑚

𝑚 + 𝑛
… … . (𝟔. 𝟗. 𝟒. 𝟐) 

(Since if first ball drawn is white (𝑊) it is returned 
together with an additional white ball, i.e., for the second 
draw the box contains 1𝐵, (𝑚 + 1)𝑊 balls and 

𝑃(𝐸ଶ 𝐸ଵ⁄ ) =
𝑚 + 1

𝑚 + 2
, 𝑎𝑛𝑑 𝑠𝑜 𝑜𝑛. 

Therefore, 

 ∑ P(A୬) =  ∑
௠

௠ା௡
= 𝑚 ∑

ଵ

௠ା௡
ஶ
௡ୀଵ

ஶ
௡ୀଵ

ஶ
௡ୀଵ = 𝑚 ቀ

ଵ

௠ା௡
+

ଵ

௠ାଶ
+

ଵ

௠ାଷ
+ ⋯ ቁ 

෍ P(A୬) = 

ஶ

௡ୀଵ

= 𝑚 ൝෍
1

𝑛
− ൭෍

1

𝑛

௠

௡ୀଵ

൱

ஶ

௡ୀଵ

ൡ … … . (𝟔. 𝟗. 𝟒. 𝟑) 

Since ∑
ଵ

௡
ஶ
௡ୀଵ  is divergent by 𝑝 −series test. Hence 

∑ P(A୬) = ∞.ஶ
௡ୀଵ  From the definition of A୬ in …(6.9.4.1) 

it is obvious that A୬ ↓. Therefore 𝐴 = lim
௡

= lim
௡

𝑠𝑢𝑝𝐴௡ =

 ∅ ⟹ 𝑃(𝐴) = 𝑃(∅) = 0. This result is inconsistent with 
the converse of Borel-Cantelli Lemma, the reason being 
that the events A୬(𝑛 = 1,2, … … )considered here are not 
independent.Since P൫A୧ ∩ 𝐴௝൯ = P(A୧) =

௠

௠ା௜
≠

𝑃(𝐴௜)𝑃൫𝐴௝൯. Since for (𝑖 > 𝑗), 𝐴௜ ⊂ 𝐴௝ 𝑎𝑠 𝐴௡ ↓.[from 
(𝟔. 𝟗. 𝟒. 𝟐)]. 

Example 6.9.6. Find the probability generating function 
of : 

a) 𝑃(𝑋 ≤ 𝑛), 
b) 𝑃(𝑋 < 𝑛), 
c) 𝑃(𝑋 = 2𝑛), 

Solution. a) Let 𝑋 be an interval valued random variable 
with the probability distribution : 

𝑃(𝑋 = 𝑛) = 𝑝௡and𝑃(𝑋 ≤ 𝑛) = 𝑞௡.So that 𝑞௡ = 𝑝଴ +
 𝑝ଵା⋯.𝑝௡; 𝑛 = 0,1,2 … .. 

Therefore 𝑞௡ − 𝑞௡ିଵ = 𝑝௡, 𝑛 ≥ 1. It implies ∑ 𝑞௡𝑠௡ஶ
௡ୀଵ −

∑ 𝑞௡ିଵ𝑠௡ஶ
௡ୀଵ = ∑ 𝑝௡𝑠௡ஶ

௡ୀଵ . It implies that 𝑄(𝑠) − 𝑞଴ −
𝑠𝑄(𝑠) = 𝑃(𝑠) − 𝑝଴. Hence, 

𝑄(𝑠) =
𝑃(𝑠) + 𝑞଴ − 𝑝଴

1 − 𝑠
=

𝑃(𝑠)

1 − 𝑠
[∵ 𝑞଴ = 𝑝଴] 



ADVANCED STATISTICS                                                 MAT 503 

 

 Department of Mathematics 
Uttarakhand Open University Page 97 
 

b)Let 𝑃(𝑋 < 𝑛) = 𝑞௡.= 𝑝଴ + 𝑝ଵା⋯.𝑝௡ିଵ,; 𝑞௡ − 𝑞௡ିଵ =

𝑝௡ିଵ,, 𝑛 ≥ 2.It implies ∑ 𝑞௡𝑠௡ஶ
௡ୀଶ − ∑ 𝑞௡ିଵ𝑠௡ஶ

௡ୀଶ =
∑ 𝑝௡ିଵ𝑠௡ = 𝑠 ∑ 𝑞௡𝑠௡ஶ

௡ୀଵ
ஶ
௡ୀଶ . It implies that 𝑄(𝑠) − 𝑞ଵ𝑠 −

𝑠𝑄(𝑠) = 𝑠𝑃(𝑠) − 𝑠𝑝଴. [∵ 𝑞଴ = 0] ⟹ 𝑄(𝑠)[1 − 𝑠] =
𝑠𝑃(𝑠) − 𝑠𝑝଴ + 𝑞ଵ𝑠 [∵ 𝑞଴ = 𝑝଴] 
c)Let 𝑃(𝑋 = 2𝑛).= 𝑝ଶ௡.Its 𝑝. 𝑔. 𝑓. 𝑄(𝑠) is given by: 

𝑄(𝑠) = ෍ 𝑝ଶ௡𝑠௡ = 𝑝଴ + 𝑝ଶ𝑠 + 𝑝ସ𝑠ଶ + ⋯

ஶ

௡ୀ଴

 

2𝑄(𝑠) = 2𝑝଴ +  2𝑝ଶ𝑠 +  2𝑝ସ𝑠ଶ + ⋯   = ቀ𝑝଴ + 𝑝ଵ𝑠ଵ ଶ⁄ +

𝑝ଶ𝑠 + 𝑝ଷ𝑠
ଷ

ଶൗ + 𝑝ସ𝑠ଶ + ⋯ ൯ + ቀ𝑝଴ − 𝑝ଵ𝑠ଵ ଶ⁄ + 𝑝ଶ𝑠 −

𝑝ଷ𝑠
ଷ

ଶൗ + 𝑝ସ𝑠ଶ + ⋯ ൯ 

2𝑄(𝑠) = ෍ 𝑝௞

ஶ

௞ୀ଴

൫𝑠ଵ ଶ⁄ ൯
௞

+ ෍ 𝑝௞

ஶ

௞ୀ଴

൫−𝑠ଵ ଶ⁄ ൯
௞

= 𝑃൫𝑠ଵ ଶ⁄ ൯ + 𝑃൫−𝑠ଵ ଶ⁄ ൯ 

𝑄(𝑠) =
𝑃൫𝑠ଵ ଶ⁄ ൯ + 𝑃൫−𝑠ଵ ଶ⁄ ൯

2
 

 

CHECK YOUR PROGRESS 

 

 

 

 

 

 

 

 

 

 

 

 

Problem 1.Using Chebyshev’s inequality, 
calculate the percentage of observations that 
would fall outside 3 standard deviations of the 
mean. 
a) 11% 
b) 89% 
c) 90% 
d) 72% 

 
Problem 2.A class of second graders has a mean 
height of five feet with a standard deviation of one 
inch. At least what percent of the class must be 
between  4’10”and 5’2”? 
a) 75% 
b) 80% 
c) 90% 
d) 95% 
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Problem3. The law of large numbers 
shows a relationship between the 
theoretical probability and the 

a) Sample size 
b) exponential probability 
c) experimental probability 
d) rational probability 

 
Problem 4.The practical result of the central 
limit theorem is that 

a) researchers must take a large number of 
samples before inferences about the 
population can be made. 

b) The researcher must know the shape of the 
population distribution before inferences 
about the population can be made. 

c) Small-sized samples should not be used in 
research.  

d) The concept of the sampling distribution is 
unimportant to researchers. 

e) none of the above 
 
Problem4.The formula Z = (X - µ)/σ 
where µ is the hypothesized or expected 
value of the mean,  

a) is the formula for a confidence interval. 
b) The way of making a linear transformation 

of any normal variable into a standard 
normal variable. 

c) The formula for calculating the standard 
error of the mean. 

d) The computation for estimating the value 
of the central limit theorem. 
 
Problem6. For Chebyshev’s inequality, 
the 𝑘 must be an integer.   True\False. 
True\False. 
 

             Problem7.The Chebyshev’s inequality also tells us  

𝑃{|𝑋 − 𝜇| ≥ 𝑘𝜎} ≤
ଵ

௞మ
 . True\False. 

Problem8.Chebyshev’s inequality can 
help us estimate𝑃(𝜇 − 𝜎 ≤ 𝑋 ≤ 𝜇 + 𝜎). 
True\False. 
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6.10. SUMMARY:- 
 

In this unit first we explained about Chebychev’s Inequality. 
Chebyshev's inequality is a probabilistic inequality then convergence 
in Probability is  explained here. The idea of Weak Law of Large 
Numbers (W.L.L.N) is also discussed here. After that Some other 
concept of Large number is also explained. After that  concept of 
Bernouli’s Law of Large Numbers is defined  then Summarize the 
Khinchin’s Theorem, Borel-Cantlli Lemma (Zero-One Law) and 
explained the concept of  Probability Generating Function (p.g.f). 

 

6.11.GLOSSARY:- 

i. Random variable 
ii Mean 
iii Variance 
iv Moments 
v Mathematical expectation 
vi Convergence 
vii Probability Space 
viii Independent events. 
ix Moment generating function. 

 
 
 
 
 
 
 

Problem9.We can use Chebyshev’s inequality 
to prove the Law of Large Numbers. True\False. 
 
Problem10. A coin is weighted so that its 
probability of landing on heads is 20%.  
Suppose the coin is  flipped 20 times. The 
bound for the probability it  lands on heads at 
least 16 times is 1.38 × 10ି଼.True\False. 
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6.14.TERMINAL QUESTIONS:- 

i If you wish to estimate the proportion of engineers and 
scientists who have studied probability theory and you 
wish your estimate to be correct within 2% with 
probability 0.95 or more, how large a sample would 
you take  (a) if you have no idea what the true 
proportion is,   (b) if you are confident that the true 
proportion is less than 0.2? 

ii For geometric distribution 𝑝(𝑥) = 2ି௫; 𝑥 =
1,2,3, … …prove that Chebychev’s inequality gives 

𝑃{|𝑥 − 2| ≤ 2} >
ଵ

ଶ
, while the actual probability is 

ଵହ

ଵ଺
. 

iii State and Prove Chebychev’s 
inequality?........................................................... 
 

iv Let 𝑓(𝑥) =
ହ

௫ల
 for 𝑥 ≥ 1and 0otherwise. What bound 

does Chebyshev’s inequality give for the probability𝑃 ≥
2.5?For what value of a can we say𝑃 ≥ 𝑎 ≤ 15%? 
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6.15.ANSWERS:- 

 
Answer of Check your progress Questions:-  

i. A 
ii. 75% 

iii. Experimental Probability 
iv. e 
v. b 

vi. False 
vii. True 

viii. True 
ix. False 
x. True 

 
Answer of Terminal Questions:-  
 
i.(𝑎) 𝑛 = 12,500. (𝑏)8,000. 
iv 1 15⁄ , 25 12⁄  
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BLOCK III 
PROBABILITY DISTRIBUTIONS 
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UNIT:-7 DISCRETE PROBABILITY 
DISTRIBUTIONS 
 

CONTENTS: 
 
7.1. Introduction 
7.2. Objectives 
7.3 Discrete uniform Distribution. 
7.4 Bernoulli Distribution. 
7.5 Binomial Distribution. 
7.6 Possion Distribution. 
7.7 Negative Binomial Distribution. 
7.8 Geometric Distribution. 
7.9 Hypergeometric Distribution. 
7.10 Solved Examples  
7.11 Summary  
7.12 Glossary 
7.13 References  
7.14. Suggested Readings 
7.15 Terminal Questions  
7.16 Answers  
 

7.1 .INTRODUCTION:- 
 
In previous unit we have discussed about Chebychev’s 

Inequality, Convergence in Probability,Weak law of large numbers 
(W.L.L.N.), Bernoulli’s Law of Large Number, Borel-Cantelli Lemma 
(Zero-One Law) and Probability Generating Function (p.g.f). In this 
unit we explained about Discrete uniform Distribution, Bernoulli 
Distribution, Binomial Distribution, Possion Distribution, Negative 
Binomial Distribution, Geometric Distribution and Hypergeometric 
Distribution. In probability theory and statistics, a probability 
distribution is the mathematical function that gives the probabilities of 
occurrence of different possible outcomes for an experiment.  
 

7.2.OBJECTIVES:- 
 
After studying this unit learner will be able to: 

i Write down expressions for different discrete distribution.  
ii Calculate the mean and variance of the different discrete 

distributions. 
iii Show that Poisson distribution is a limiting case of binomial 

distribution. 
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7.3.DISCRETE UNIFORM DISTRIBUTION:- 
 
A random variable (𝑟. 𝑣. ) 𝑋 is said to have a discrete uniform 

distribution over the range [1, 𝑛] if its 𝑝. 𝑚. 𝑓. is expressed as follows: 
 

𝑃(𝑋 = 𝑥) = ቊ
ଵ

௡
 𝑓𝑜𝑟 𝑥 = 1,2, … 𝑛

0, 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
 ………………………(7.3.1) 

 
Here 𝑛 is known as the parameter of the distribution and lies in the set 
of all positive integers. Equation (7.3.1) is also called a discrete 
rectangular distribution. 
 

 A simple example of the discrete uniform distribution is 
throwing a fair die. The possible values are 1, 2, 3, 4, 5, 6, 
and each time the die is thrown the probability of a given 
score is 1/6. If two dice are thrown and their values added, 
the resulting distribution is no longer uniform because not all 
sums have equal probability.  

  

Moments.𝐸(𝑋) =
ଵ

௡
∑ 𝑖 =

௡ାଵ

ଶ

௡
௜ୀଵ , 𝐸(𝑋ଶ) =

ଵ

௡
∑ 𝑖ଶ௡

௜ୀଵ =
(௡ାଵ)(ଶ௡ାଵ)

଺
 

  𝑉(𝑋) =  𝐸(𝑋ଶ) − [𝐸(𝑋)]ଶ =
(௡ାଵ)(௡ିଵ)

ଵଶ
 

 The moment generating function of 𝑋 is : 

𝑀௑(𝑡) = 𝐸(𝑒௧௑) =
1

𝑛
෍ 𝑒௧௫ =

𝑒௧(1 − 𝑒௡௧)

𝑛(1 − 𝑒௧)

௡

௫ୀଵ

 

 

7.4.BEROULLI DISTRIBUTION:- 
 
A random variable (𝑟. 𝑣. ) 𝑋 is said to have a Bernoulli distribution 
with parameter 𝑝if its 𝑝. 𝑚. 𝑓. is given by: 

 

𝑃(𝑋 = 𝑥) = ൜
𝑝௫(1 − 𝑝)ଵି௫   𝑓𝑜𝑟 𝑥 = 1,2, … 𝑛

0,   𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
 ……….(7.3.2) 

 
The parameter 𝑝 satisfies 0 ≤ 𝑝 ≤ 1. Often (1 − 𝑝) is denoted 𝑞. 

 
A random experiment whose outcomes are two types, success 𝑆 and 
failure 𝐹, occurring with probabilities 𝑝 and failure 𝑞 respectively, is 
called a Bernoulli trial. If for this experiment, a random variable 𝑋 is 
defined such that it takes values 1 when 𝑆 occurs and 0 if 𝐹 occurs, 
then 𝑋 follows a Bernoulli distribution. 
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7.5.BINOMIAL DISTRIBUTION:- 
 
Binomial distribution was discovered by James Bernouli 

(1654-1705) in the year 1700 and was first published in 1713. 
 
Let a random experiment be performed repeatedly, each 

repetition being called a trial and let the occurrence of an event in a 
trial be called a success and its non-occurrence a failure. Consider a set 
of  𝑛 independent Bernoullian trials (𝑛 being finite) in which the 
probability′𝑝′ of success in any trial is constant for each trial, then 
𝑞 = 1 − 𝑝, is the probability of failure in any trial. 

The probability of 𝑥 successes and consequently (𝑛 − 𝑥) 
failure in 𝑛 independent trials, in a specified order (say) 
𝑆𝑆𝐹𝑆𝐹𝐹𝐹𝑆 … … 𝐹𝑆𝐹 (where 𝑆 represents success and 𝐹 represent 
failure ) is given by the compound probability theorem by the 
expression: 

𝑃(𝑆𝑆𝐹𝑆𝐹𝐹𝐹𝑆 … … 𝐹𝑆𝐹)
= 𝑃(𝑆)𝑃(𝑆)𝑃(𝐹)𝑃(𝑆)𝑃(𝐹)𝑃(𝐹)𝑃(𝑆)
× 𝑃(𝐹)𝑃(𝑆)𝑃(𝐹) 

= 𝑝. 𝑝. 𝑞. 𝑝. 𝑞. 𝑞. 𝑞. 𝑝 … . 𝑞. 𝑝. 𝑞 

   = ௣.௣.௣.௣……..௣ .
{௫ ௙௔௖௧௢௥௦}

௤.௤.௤….௤ ୀ   ௣ೣ௤೙షೣ

{(௡ି௫) ௙௔௖௧௢௥௦}  

But 𝑥 successes in 𝑛 trials can occur in ൫௡
௫

൯ ways and the probability 
for each of these ways is same, viz.,   𝑝௫𝑞௡ି௫. Hence the probability of 
𝑥 successes in 𝑛 trials in any order is given by the addition theorem of 
probability by the expression ൫௡

௫
൯  𝑝௫𝑞௡ି௫ . 

The probability distribution of the number of successes, so obtained is 
called the Binomial probability distribution. 
The probabilities of 0,1,2, … . . , 𝑛  successes, viz., 
𝑞௡, ൫௡

ଵ
൯𝑞௡𝑝, ൫௡

ଵ
൯𝑞௡  𝑝ଶ, … . ,   𝑝௡, are the Binomial expansion of 

(𝑞 + 𝑝)௡. 
 
 

 
 
 
 
 
 
 
 
 

𝑃(𝑋 = 𝑥) = 𝑝(𝑥) =

ቊ
൫௡

௫
൯  𝑝௫𝑞௡ି௫; 𝑥 = 0,1,2 … … … 𝑛; 𝑞 = 1 − 𝑝

0,         𝑂𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
  … … … … … … …(7.5.3) 

 𝑛 and 𝑝 in the distribution are known as the parameters 
of the distribution. 

 Degree of Binomial distribution is sometimes ′𝑛ᇱ. 

A random variable 𝑋 is said to follow binomial distribution if it assumes 
only non-negative values and its probability mass function is given by: 
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 The value of 𝑋 = 0, 1, 2, … … . . , 𝑛. 
 Any random variable which follows binomial distribution is 

known as binomial variate. 
 𝑋 ∽ 𝐵(𝑛, 𝑝) to random variable𝑋follows binomial 

distribution with parameters 𝑛 and 𝑝. 
 The probability 𝑝(𝑥) in (7.5.3) is also sometimes 

denoted by 𝑏(𝑥, 𝑛, 𝑝). 
 The assignment of probabilities in (7.5.3) is permissible 

because 

෍ 𝑝(𝑥) = ෍ ቀ
𝑛

𝑥
ቁ 𝑝௫

௡

௫ୀ଴

௡

௫ୀ଴

𝑞௡ି௫ = (𝑞 + 𝑝)௡ = 1 

 Let us suppose that 𝑛 trials constitute an experiment. 
Then, if this experiment is repeated 𝑁 times, the 
frequency function of the Binomial distribution is given 
by: 

𝑓(𝑥) = 𝑁𝑝(𝑥) = 𝑁 ෍ ቀ
𝑛

𝑥
ቁ 𝑝௫

௡

௫ୀ଴

𝑞௡ି௫; 𝑥

= 0,1,2, … … … , 𝑛 … ..    (𝟕. 𝟓. 𝟒) 
and the expected frequencies of 
0,1,2, … … … , 𝑛      successes are the successive terms of 
the binomial expansion, 𝑁(𝑞 + 𝑝)௡, 𝑞 + 𝑝 = 1. 

 In binomial distribution under the following 
experimental conditions: 

i. Each trial results in two exhaustive and mutually 
disjoint outcomes, termed as success and failure. 

ii. The number of trials ′𝑛′ is finite. 
iii. The trials are independent of each other. 
iv. The probability of success ′𝑝′ is constant for 

each trial. 
 The trials satisfying the condition (𝑖), (𝑖𝑖𝑖), and (𝑖𝑣) are 

also called Bernoulli trials. 
 The problems relating to tossing of a coin or throwing 

of dice or drawing cards from a pack of cards with 
replacement lead to binomial probability distribution. 

 Binomial distribution is important not only because of 
it’s wide applicability, but because it gives rise to many 
other probability distributions.  

 Tables for 𝑝(𝑥) are available for various values of 
′𝑛′and ′𝑝′. 
 

Moments of Binomial Distribution: 
The four moments about origin of binomial distribution are obtained as 
follows: 

𝜇ଵ
ᇱ = 𝑛𝑝,  𝜇ଶ

ᇱ = 𝑛(𝑛 − 1)𝑝ଶ + 𝑛𝑝,  
𝜇ଷ

ᇱ = 𝑛(𝑛 − 1)(𝑛 − 2)𝑝ଷ + 3𝑛(𝑛 − 1)𝑝ଶ + 𝑛𝑝 
𝜇ସ

ᇱ = 𝑛(𝑛 − 1)(𝑛 − 2)(𝑛 − 3)𝑝ସ 
  +6𝑛(𝑛 − 1)(𝑛 − 2)𝑝ଷ + 7𝑛(𝑛 − 1)𝑝ଶ + 𝑛𝑝 



ADVANCED STATISTICS                                                 MAT 503 

 

 Department of Mathematics 
Uttarakhand Open University Page 107 
 

𝜇ଶ = 𝑛𝑝𝑞,    𝜇ଷ = 𝑛𝑝𝑞(1 − 2𝑝), 𝜇ସ = 𝑛𝑝𝑞{1 +
3(𝑛 − 2)𝑝𝑞} 

𝛽ଵ =
𝜇ଷ

ଶ

𝜇ଶ
ଷ =

(1 − 2𝑝)ଶ

𝑛𝑝𝑞
,  

𝛽ଶ =
𝜇ସ

𝜇ଶ
ଶ = 3 +

1 − 6𝑝𝑞

𝑛𝑝𝑞
 

𝛾ଵ =  +ඥ𝛽ଵ =
௤ି௣

√௡௣௤
=

ଵିଶ௣

√௡௣௤
and  ,𝛾ଶ =  𝛽ଶ − 3 =

ଵି଺௣

௡௣௤
 

Mean = 𝜇 = 𝑛𝑝 
Variance = 𝑛𝑝𝑞 = 𝜎ଶ 
 

 Variance is less than mean. 
 

Recurrence Relation for the moments of Binomial Distribution 
(Renovsky Formula). 

𝜇௥ାଵ = 𝑝𝑞 ቀ𝑛𝑟𝜇௥ିଵ +
ௗఓೝ

ௗ௣
ቁ…………………(7.5.5) 

𝜇ଶ = 𝑛𝑝𝑞 = 𝜎ଶ 
𝜇ଷ = 𝑛𝑝𝑞(𝑞 − 𝑝) 
𝜇ସ = 𝑛𝑝𝑞[1 + 3𝑝𝑞(𝑛 − 2)] 
 

Mode of Binomial Distribution. 
Case I. When (𝑛 + 1)𝑝 is not an integer. 
𝑝(𝑥)is maximum at 𝑥 = 𝑚. 
Case II. When (𝑛 + 1)𝑝 is an integer. 
In this case the binomial distribution is bimodal and the 
two modal values are 𝑚 and 𝑚 − 1. 

Moment Generating Function of Binomial Distribution. 
𝑀௑(𝑡) = (𝑞 + 𝑝𝑒௧)௡ … … … … … … (𝟕. 𝟓. 𝟔) 

 
Additive Property of Binomial Distribution. 

 The sum of two independent binomial variates is 
not a binomial variate. 

 The binomial distribution possesses the additive 
or reproductive property if 𝑝ଵ= 𝑝ଶ. 

 If 𝑋௜(𝑖 = 1,2, … . . 𝑘) are independent binomial 
variates with parameters (𝑛௜ , 𝑝), (𝑖 =

1,2, … . . 𝑘), then their sum ∑ 𝑋௜
௞
௜ୀଵ ∽

𝐵൫∑ 𝑛௜, 𝑝௞
௜ୀଵ ൯. 

 
Chracteristic Function of Binomial Distribution. 

∅௑(𝑡) = ൫𝑞 + 𝑝𝑒௜௧൯
௡

… … … … … … … … … … (𝟕. 𝟓. 𝟕) 
Probability Generating Function of Binomial Distritution. 

𝑃(𝑠) = (𝑝𝑠 + 𝑞)௡ … … … … … … … … … … (𝟕. 𝟓. 𝟖) 
Cumulants of the Binomial Distribution. 

Cumulant generating function is given by: 
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𝐾௑(𝑡) = log 𝑀௑ (𝑡)

= 𝑛 ൥𝑝 ቆ𝑡 +
𝑡ଶ

2!
+

𝑡ଷ

3!
+

𝑡ସ

4!
+. ቇ

−
𝑝ଶ

2
ቆ𝑡 +

𝑡ଶ

2!
+

𝑡ଷ

3!
+

𝑡ସ

4!
+ ⋯ ቇ

ଶ

+
𝑝ଷ

3
ቆ𝑡 +

𝑡ଶ

2!
+

𝑡ଷ

3!
+

𝑡ସ

4!
+ ⋯ ቇ

ଷ

+ ⋯ ቉ 

𝑘ଵ = 𝑛𝑝, 𝑘ଶ = 𝑛𝑝𝑞, 𝑘ଷ = 𝑛𝑝𝑞(𝑞 − 𝑝), 𝑘ସ

= 𝑛𝑝𝑞(1 − 6𝑝𝑞) 
 

7.6.POISSON DISTRIBUTION:- 
 

Poisson distribution was discovered by French mathematician 
and physicist Simeon Denis Poisson (1781-1840) who published it in 
1837. Poisson distribution  is a limiting case of the binomial 
distribution under the following conditions: 

i 𝑛, the number of trials is indefinitely large, i.e., 
𝑛 ⟶ ∞. 

ii 𝑝,the constant probability of success for each 
trial is indefinitely small, i.e., 𝑝 ⟶ 0. 

iii 𝑛𝑝 = 𝜆, (𝑠𝑎𝑦)is finite. 

Thus 𝑝 =  𝜆
𝑛ൗ , 𝑞 = 1 −  𝜆

𝑛ൗ , where 𝜆 is a 
positive real number. 
The probability of 𝑥 successes in a series of 𝑛 
independent trials is: 

𝑏(𝑥; 𝑛, 𝑝) =  ቀ
𝑛

𝑥
ቁ   𝑝௫𝑞௡ି௫; 𝑥 = 0,1,2 … 𝑛; 𝑞

= 1 − 𝑝 … (𝟕. 𝟔. 𝟏) 
We want the limiting form of (7.6.1) under the above conditions. 
Hence 

lim௡→ஶ 𝑏(𝑥; 𝑛, 𝑝) = lim
௡→ஶ

௡!

௫!(௡ି௫)!
ቀ

ఒ

௡
ቁ

௫

. ቀ1 −

ఒ

௡
ቁ

௡ି௫

. 

Using Stirling’s approximation for 𝑛!as 𝑛 → ∞, 
𝑣𝑖𝑧., 
lim

௡→ஶ
n! ≈ √2𝜋𝑒ି௡𝑛௡ା(ଵ ଶ⁄ ),we get 

lim
௡→ஶ

 𝑏(𝑥; 𝑛, 𝑝) = 

lim
௡→ஶ

ቊ
√2𝜋𝑒ି௡𝑛௡ା(ଵ ଶ⁄ )

𝑥! √2𝜋𝑒ି(௡ି௫)(𝑛 − 𝑥)௡ି௫ା(ଵ ଶ⁄ )
ቋ ൬

𝜆

𝑛
൰

௫

. ൬1

−
𝜆

𝑛
൰

௡ି௫

 

=
𝜆௫

𝑒௫. 𝑥!
. lim

௡→ஶ

𝑛௡ି௫ା(ଵ ଶ⁄ )

(𝑛 − 𝑥)௡ି௫ା(ଵ ଶ⁄ )
. ൬1 −

𝜆

𝑛
൰

௡ି௫
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=
𝜆௫

𝑒௫ . 𝑥!
.

lim
௡→ஶ

ቀ1 −
𝜆
𝑛

ቁ
௡

. lim
௡→ஶ

ቀ1 −
𝜆
𝑛

ቁ
ି௫

lim
௡→ஶ

ቀ1 −
𝑥
𝑛

ቁ
௡

lim
௡→ஶ

ቀ1 −
𝑥
𝑛

ቁ
ି௫ା(ଵ ଶ⁄ )

. 

But lim
௡→ஶ

ቀ1 −
ఒ

௡
ቁ

௡
= 𝑒ିఒ, lim

௡→ஶ
ቀ1 −

ఒ

௡
ቁ

ఈ
= 1, 𝛼 is not a function of 

𝑛. ..(7.6.2). Therefore, lim
௡→ஶ

 𝑏(𝑥; 𝑛, 𝑝) =
ఒೣ

௘ೣ .௫!
.

௘షഊ.ଵ

௘షೣ.ଵ
=

௘షഊఒೣ

௫!
; 𝑥 =

0,1,2, … … . ∞ [Using (7.6.2)]. 
 
Which is the required probability function of the Poisson distribution 
‘𝜆′ is known  as the parameter of Poisson distribution. 

   
 
 
 
 
 
 
 

 
 
Here 𝜆 is known as the parameter of the distribution. We shall 

use the notation 𝑋~𝑃(𝜆), to denote that 𝑋 is a Possion variate with 
parameter 𝜆. 

Ref 7.6.1 

Probability Mass Function =  
௘షഊఒೖ

௞!
. 

https://en.wikipedia.org/wiki/Poisson_distribution#/med
ia/File:Poisson_pmf.svg 

 
 

← 𝜆 = 1 

← 𝜆 = 4 

← 𝜆 = 10 

𝑝(𝑥, 𝜆) = 𝑃(𝑋 = 𝑥) = ൝
𝑒ିఒ𝜆௫

𝑥!
; 𝑥 = 0,1,2, … … . ; 𝜆 > 0

0  𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

  

A random variable 𝑋 is said to follow a Poisson distribution if it 
assumes only non-negative values and it’s probability mass function is 
given by: 
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In above figure the horizontal axis is the index 𝑘, the number of 
occurrences. 𝜆is the expected rate of occurrences. The vertical axis is 
the probability of 𝑘 occurrences given 𝜆. The function is defined only 
at integer values of 𝑘; the connecting lines are only guides for the eye. 

 

Cumulative Distribution Function = 𝑒ିఒ ∑
ఒೕ

௝!

⌊௞⌋
௝ୀ଴  

Ref 7.6.2 
https://en.wikipedia.org/wiki/Poisson_distribution#/med

ia/File:Poisson_pmf.svg 
In above figure the horizontal axis is the index𝑘, the number of 
occurrences. The CDF is discontinuous at the integers of 𝑘 and flat 
everywhere else because a variable that is Poisson distributed takes on 
only integer values. 

 ∑ 𝑃(𝑋 = 𝑥) = 1.ஶ
௫ୀ଴  

 Corresponding distribution function is 

𝐹(𝑥) = 𝑃(𝑋 ≤ 𝑥) = ෍ 𝑃(𝑟) =

௫

௥ୀ଴

𝑒ିఒ ෍
𝜆௥

𝑟!

௫

௥ୀ଴

; 𝑥

= 0,1,2, … …. 
 Poisson distribution occurs when there are 

events which do not occour as outcomes of a 
definite number of trials (unlike that in binomial 
distribution) of an experiment but which occur 
at random points of time and space wherein our 
interest lies only in the number of occurrence of 
the event, not in it’s non-occurrence. 

Examples: Calls per Hour at a Call Center: Call centers use the 
Poisson distribution to model the number of expected calls per hour 
that they’ll receive so they know how many call center reps to keep on 
staff. 

𝜆 = 1 

𝜆 = 4 

𝜆 = 10 
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Number of Arrivals at a Restaurant: Restaurants use the Poisson 
distribution to model the number of expected customers that will 
arrive at the restaurant per day. 

 
Moments of Poisson distribution: 
The four moments about origin of binomial distribution are obtained as 
follows: 

𝜇ଵ
ᇱ = 𝜆,  𝜇ଶ

ᇱ = 𝜆ଶ + 𝜆,  
𝜇ଷ

ᇱ = 𝜆ଷ + 3𝜆ଶ + 𝜆 
𝜇ସ

ᇱ = 𝜆ସ + 6𝜆ଷ + 7𝜆ଶ + 𝜆𝜇ଶ = 𝜆, 𝜇ଷ = 𝜆,𝜇ସ =
3𝜆ଶ + 𝜆 

𝛽ଵ =
𝜇ଷ

ଶ

𝜇ଶ
ଷ =

𝜆ଶ

𝜆ଷ
=  

1

𝜆
 

𝛽ଶ =
𝜇ସ

𝜇ଶ
ଶ = 3 +

1

𝜆
 

𝛾ଵ =  +ඥ𝛽ଵ =
ଵ

√ఒ
and  ,𝛾ଶ =  𝛽ଶ − 3 =

ଵ

ఒ
… … … … … … … …(7.6.3) 

 
Recurrence Relation for the moments of Poisson Distribution. 

𝜇௥ାଵ = 𝑟𝜆𝜇௥ିଵ +

𝜆
ௗఓೝ

ௗ௣
……………………………..(7.6.4) 

𝜇ଶ = 𝜆 
𝜇ଷ = 𝜆 

𝜇ସ = 3𝜆ଶ + 𝜆 
Mode of Poisson Distribution. 

Case I. 𝜆 is not an integer. 
𝑝(𝑆)is maximum value. Where 𝑆 is the integral part of𝜆. 
Case II. 𝜆 = 𝑘isan integer 
In this case we have  two modal values, viz., 𝑝(𝑘 − 1) and 
𝑝(𝑘). The modes are (𝜆 − 1) and 𝜆. 
 

Moment Generating Function of Poisson Distribution. 
𝑀௑(𝑡) = 𝑒ఒ(௘೟ିଵ) … … … … … … (𝟕. 𝟔. 𝟓) 

 
Additive Property of Poisson Distribution 

The sum of two independent Poisson variatesis  
Poissonvariate. The converse is  

  
Chracteristic Function of Binomial Distribution 

∅௑(𝑡) = 𝑒ఒ(௘೔೟ିଵ) … … … … … … … … … … (𝟕. 𝟔. 𝟔) 
 
Cumulants of the Poisson Distribution 

AllCumulants of the Poisson Distribution are equal to 𝜆. 
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Probability Generating Function of Binomial Distritution. 
𝑃(𝑠) = 𝑒ఒ(௦ିଵ) … … … … … … … … … … (𝟕. 𝟔. 𝟕) 

 
Similarities & Differences between Binomial and Poisson 

distribution 
Similarities: 
 

 Both distributions can be used to model the number of 
occurrences of some event. 

 In both distributions, events are assumed to be 
independent. 

Difference: 
 In a Binomial distribution, there is a fixed number of trials 

(e.g. flip a coin 3 times) 
 In a Poisson distribution, there could be any number of 

events that occur during a certain time interval (e.g. how 
many customers will arrive at a store in a given hour?) 
 

7.7 :-NEGATIVE BINOMIAL DISTRIBUTION 
 
 

 
 
 
 
 
 

 
𝑃(𝑋 = 𝑥) = 𝑝(𝑥) =

ቊ
൫௫ା௥ିଵ

௥ିଵ
൯  𝑝௫𝑞௫; 𝑥 = 0,1,2 … 𝑛; 𝑞 = 1 − 𝑝

0,         𝑂𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
 ………….(7.7.1) 

If 𝑝 =
ଵ

ொ
and 𝑞 =

௉

ொ
, therefore 𝑄 − 𝑃 = 1. 

𝑝(𝑥) =

൝
൫ି௥

௫
൯𝑄ି௥ ቀ−

௉

ொ
ቁ

௫

; 𝑥 = 0,1,2 … 𝑛;

0,         𝑂𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

 ……………(7.7.2) 

Moments of Binomial Distribution: 
The four moments about origin of binomial distribution are obtained as 
follows: 

𝜇ଵ
ᇱ = 𝑟𝑝,  𝜇ଶ

ᇱ = 𝑟𝑝 + 𝑟(𝑟 + 1)𝑃ଶ,  
𝜇ଶ = 𝑟𝑃𝑄,     
Mean < Variance 

Moment Generating Function of Binomial Distribution. 
𝑀௑(𝑡) = (𝑄 − 𝑃𝑒௧)ି௥ … … … … … … (𝟕. 𝟕. 𝟑) 

 
Cumulants of the Binomial Distribution. 
Cumulant generating function is given by: 

A random variable 𝑋 is said to follow negative 
binomial distribution with parameter 𝑟 and 𝑝 if its 
probability mass function is given by: 
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𝐾௑(𝑡) = log 𝑀௑ (𝑡)

= −𝑟𝑙𝑜𝑔 ቈ1 − 𝑃 ቆ𝑡 +
𝑡ଶ

2!
+

𝑡ଷ

3!
+

𝑡ସ

4!
+. ቇ቉ 

𝑘ଵ = 𝑟𝑃, 𝑘ଶ = 𝑟𝑃𝑄, 𝑘ଷ = 𝑟𝑃𝑄[𝑄 + 𝑃], 𝑘ସ

= 𝑟𝑃𝑄[1 + 3𝑃𝑄(𝑟 + 2)] 
… … … … … … (7.7.4) 

 
Probability Generating Function of Binomial Distritution. 

𝑃(𝑠) = [𝑝 (1 − 𝑞𝑠)⁄ ]௥ … … … … … … … … … … (𝟕. 𝟕. 𝟓) 
 Negative binomial distribution tends to 

Poisson distribution as 𝑃 ⟶ 0, 𝑟 ⟶ ∞ such 
that 𝑟𝑃 = 𝜆(𝑓𝑖𝑛𝑖𝑡𝑒). 
 

7.8. GEOMETRIC DISTRIBUTION:- 
 

 
 
 
 
 
 
 
 

 
𝑃(𝑋 = 𝑥) = 𝑝(𝑥) =

൜
𝑞௫𝑥; 𝑥 = 0,1,2 … 𝑛; 0 < 𝑝 ≤; 𝑞 = 1 − 𝑝

0,         𝑂𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
 …………..(7.8.1) 

 
Moments of Binomial Distribution: 
The four moments about origin of binomial distribution are obtained as 
follows: 

𝜇ଵ
ᇱ =

௤

௣
,  𝑉𝑎𝑟(𝑋) = 𝜇ଶ =

௤

௣మ,  

 
Moment Generating Function of Binomial Distribution. 

𝑀௑(𝑡) = 𝑝(1 − 𝑞𝑒௧)ି௥ … … … … … … (𝟕. 𝟖. 𝟐) 
 

Probability Generating Function of Binomial Distritution. 
𝑃௑(𝑠) = [𝑝 (1 − 𝑞𝑠)⁄ ] … … … … … … … … … … (𝟕. 𝟖. 𝟑) 

 
 
 
 
 
 
 
 
 
 

A random variable 𝑋 is said to follow geometric 
distribution   if it assumes only non-negative values and  if 
its probability mass function is given by: 
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7.9 :-HYPERGEOMETRIC DISTRIBUTION 
 
 
 
 

 
 
 
 
 
𝑃(𝑋 = 𝑘) = ℎ(𝑘; 𝑁, 𝑀, 𝑛) =

൝
൫ಾ

ೖ ൯൫ಿషಾ
೙షೖ ൯

൫ಿ
ೣ൯

; 𝑘 = 0,1,2. 𝑛, min(𝑛, 𝑁) .

0,         𝑂𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

 ……..(7.5.3) 

 
Where 𝑁 is a positive integer, 𝑀 is a positive integer not exceeding 𝑁 
and 𝑛 is a positive integer that is at most 𝑁. 
 
Mean and Variance  of Hypergeometric Distribution: 

The four moments about origin of binomial distribution 
are obtained as follows: 

𝐸(𝑋) =
𝑛𝑀

𝑁
, 𝑉𝑎𝑟(𝑋) =

𝑁𝑀(𝑁 − 𝑀)(𝑁 − 𝑛)

𝑁ଶ(𝑁 − 1)
 

 
Recurrence Relation for the moments of Hypergeometric 
Distribution 

ℎ(𝑘 + 1; 𝑁, 𝑀, 𝑛)

ℎ(𝑘; 𝑁, 𝑀, 𝑛)
=

(𝑛 − 𝑘)(𝑀 − 𝑘)

(𝑘 + 1)(𝑁 − 𝑀 − 𝑛 + 𝑘 + 1)
. 

 
 

7.10.SOLVED EXAMPLE:- 
 
Example 7.10.1. 

i Comment on the following statement: 
For a Binomial distribution, mean is 6 and 
variance is 9. 

ii A die is tossed thrice. A success is getting  1 or 
6 on a toss. Find the mean and variance of the 
number of success. 

 
Solution:  

i Mean = 𝜇 = 𝑛𝑝 = 6,……………….(1) 
Variance = 𝑛𝑝𝑞 = 𝜎ଶ = 9…………….(2) 
Dividing (2) by (1), we get 

𝑞 =
ଽ

଺
=1.5 

A discrete random variable 𝑋 is said to follow hyper 
geometric distribution with parameter 𝑁, 𝑀 and 𝑛 if it 
assumes only non-negative values and its probability 
mass function is given by: 
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which is impossible as 0 ≤ 𝑞 ≤ 1. 
Therefore above statement is False. 
 

  ii Probability of getting success (1 𝑜𝑟 6) on a toss    

                                    =
ଶ

଺
=

ଵ

ଷ
= 𝑝 . 

   Therefore,𝑞 = 1 −
ଵ

ଷ
=

ଶ

ଷ
. 

   Number of tossed of a die, 𝑛 = 3 

a) Mean = 𝑛𝑝 = 3 ×
ଵ

ଷ
= 1. 

b) Variance = 𝑛𝑝𝑞 = 3 ×
ଵ

ଷ
×

ଶ

ଷ
=

ଶ

ଷ
. 

 
 

Example 7.10.2.If 10% of the bolts produced by a 
machine are deftive, determine the probability that out of 
10 bolts chosen at random. 

          Solution.Here, 𝑝(𝑑𝑒𝑓𝑒𝑐𝑡𝑖𝑣𝑒) =
ଵ଴

ଵ଴଴
=

ଵ

ଵ଴
(Given). 

  Therefore 𝑞(𝑛𝑜𝑛 − 𝑑𝑒𝑓𝑒𝑐𝑡𝑖𝑣𝑒) = 1 −
ଵ

ଵ଴
=  

ଽ

ଵ଴
. 

  Also, 𝑛 = 10, (𝑛 𝑖𝑠 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑏𝑜𝑙𝑡𝑠 𝑐ℎ𝑜𝑠𝑒𝑛).     
                                                                               (Given) 
 The probability of 𝑟 defective bolts out of 𝑛 bolts chosen at     
            random is given by: 
  𝑃(𝑟) = ൫௡

௥
൯𝑝௥𝑞௡ି௥ … … … … … … … . . (𝟏) 

  (i) Here 𝑟 = 1, 

  Therefore 𝑃(1) = ൫ଵ଴
ଵ

൯ ቀ
ଵ

ଵ଴
ቁ

ଵ

ቀ
ଽ

ଵ଴
ቁ

ଵ଴ିଵ

 

= ൬
10

1
൰ ൬

1

10
൰

ଵ

൬
9

10
൰

ଽ

= (.9)ଽ = 0.3874 … … . . (𝟐) 

  (ii) Here 𝑟 = 0, 
  Therefore  
   

            𝑃(0) = ൫ଵ଴
଴

൯ ቀ
ଵ

ଵ଴
ቁ

଴

ቀ
ଽ

ଵ଴
ቁ

ଵ଴ି଴

= ቀ
ଽ

ଵ଴
ቁ

ଵ଴ି଴

= 0.3486………..(3) 

                       (iii) Probability that at most 2 bolts will be defective 
                           = 𝑃(0) + 𝑃(1) + 𝑃(2)…..(4) 

                   Now, 𝑃(2) = ൫ଵ଴
ଶ

൯ ቀ
ଵ

ଵ଴
ቁ

ଶ

ቀ
ଽ

ଵ଴
ቁ

ଵ଴ିଶ

= 45 ቂ
ଵ

ଵ଴
ቃ

ଶ

ቀ
ଽ

ଵ଴
ቁ

ଵ଴ିଶ

 

= 45 ൬
1

100
൰ (0.43046) = 0.1937 

 From (4), Required Probability  
          = 𝑃(0) + 𝑃(1) + 𝑃(2) = 0.3486 + 0.3874 + 0.1937 = 0.9297. 

 
 

Example 7.10.3.A binomial variable 𝑋 satisfies the relation 
9𝑃(𝑋 = 4) = 𝑃(𝑋 = 2) when 𝑛 = 6. Find the value of the 
parameter 𝑝 and 𝑃(𝑋 = 1). 
 
Solution:We know that, 



ADVANCED STATISTICS                                                 MAT 503 

 

 Department of Mathematics 
Uttarakhand Open University Page 116 
 

𝑃(𝑋 = 𝑟) = ቀ
𝑛

𝑟
ቁ 𝑝௥𝑞௡ି௥ … … … . . (𝟏) 

Therefore 𝑃(𝑋 = 4) = ൫଺
ସ
൯𝑝ସ𝑞ଶ = 15𝑝ସ𝑞ଶ 

and 𝑃(𝑋 = 2) = ൫଺
ଶ
൯𝑝ଶ𝑞ସ = 15𝑝ଶ𝑞ସ. Since 𝑛 = 6. 

The given relation is  
9𝑃(𝑋 = 4) = 𝑃(𝑋 = 2) ⇒ 9(15𝑝ସ𝑞ଶ) = 15𝑝ଶ𝑞ସ 

This implies that 15𝑝ଶ = 𝑞ଶ = (1 − 𝑝)ଶ( Since𝑝 + 𝑞 = 1) 
This implies that 9𝑝ଶ= 1 + 𝑝ଶ − 2𝑝. Therefore 8𝑝ଶ +
2𝑝 − 1 = 0. Therefore (4𝑝 − 1)(2𝑝 + 1) = 0 

Therefore 𝑝 =
ଵ

ସ
. 

Now, 𝑃(𝑋 = 1) = ൫଺
ଵ
൯ ቀ

ଵ

ସ
ቁ

ଵ

ቀ
ଷ

ସ
ቁ

ହ

= .3559. Since 𝑞 =
ଷ

ସ
. 

 
Example7.10.4.Fit a binomial distribution to the following 
frequency data: 
 

x 0 1 2 3 4 
f 30 62 46 10 2 

 
Solution:The table is as follows: 

x 𝑓 𝑓𝑥 
0 30 0 
1 62 62 
2 46 92 
3 10 30 
4 02 8 
 ෍ 𝑓 = 15 ෍ 𝑓𝑥 = 15 

 

Mean of observations =
∑ ௙௫

∑ ௙
=

ଵଽଶ

ଵହ଴
= 1.28 

⟹ 𝑛𝑝 = 1.28 
⟹ 4𝑝 = 1.28 (𝑛is no. of trial) 
⟹ 𝑝 = 0.32 
Therefore 𝑞 = 1 − 𝑝 = 1 − 0.32 = 0.68 
Also, 𝑝 = 0.32, 𝑞 = 1 − 𝑝 = 1 − 0.32 = 0.68 
Also, 𝑁 = 150. 
Hence the binomial distribution is = 
𝑁(𝑞 + 𝑝)௡ =150(0.68 + 0.32)ସ. 
 
Example7.10.5.A learner is given a true-false examination 
with8 questions. If he corrects at least 7 questions, he 
passes the examination. Find the probability that he will 
pass given that he guesses all questions. 
 
Solution.Here,𝑛 = number of questions asked = 8. 

𝑝 =
ଵ

ଶ
, 𝑞 =

ଵ

ଶ
.(Since the question can either be true or 

false). 
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Probability that he will pass = 𝑃(𝑟 ≥ 7) = 𝑃(7) + 𝑃(8) 

= ൬
8

7
൰ ൬

1

2
൰

଻

൬
1

2
൰

଼ି଻

+ ൬
8

8
൰ ൬

1

2
൰

଻

൬
1

2
൰

଼ି଼

= 8 ൬
1

2
൰

଻

൬
1

2
൰ + 1. ൬

1

2
൰

଼

 

    =ቀ
ଵ

ଶ
ቁ

଼
(8 + 1) =

ଽ

ଶହ଺
= .03516 

 
Example7.10.6.Six dice are thrown729 times. How many 
times do you expect at least three dice to show a five or 
six? 
 
Solution.𝑝 =the chance of getting 5 or 6 with one die = 
ଶ 

଺ 
=

ଵ

ଷ
. 

𝑝 = 1 −
ଵ

ଷ
=

ଶ

ଷ
, 𝑛 = 6, 𝑁 = 729. 

Since dice are in sets of 6 and there are  729 sets. 
The expected number of times at least three dice showing 
five or six 

= 𝑁. 𝑃(𝑟 ≥ 3) = 729[𝑃(3) + 𝑃(4) + 𝑃(5) + 𝑃(6)] 
  = 729[𝑃(3) + 𝑃(4) + 𝑃(5) + 𝑃(6)] 

=729൤൫଺
ଷ
൯ ቀ

ଶ

ଷ
ቁ

ଷ

ቀ
ଵ

ଷ
ቁ

ଷ

+ ൫଺
ସ
൯ ቀ

ଶ

ଷ
ቁ

ଶ

ቀ
ଵ

ଷ
ቁ

ସ

+ ൫଺
ହ
൯ ቀ

ଶ

ଷ
ቁ

ଵ

ቀ
ଵ

ଷ
ቁ

ହ

+

൫଺
଺
൯ ቀ

ଵ

ଷ
ቁ

଺
ቃ 

=
଻ଶଽ

ଷల
[160 + 60 + 12 + 1] = 233. 

 
Example7.10.6.The probability of a man hitting a target is 
ଵ

ଷ
. How many times must be fire so that the probability of 

his hitting the target at least once is more than 90%? 
 
Solution.𝑝 =the chance of getting 5 or 6 with one die = 
ଶ 

଺ 
=

ଵ

ଷ
. 

The probability of not hitting the target in 𝑛 trials is 𝑞௡. 
Therefore, to find the smallest  𝑛 for which the probability 
of hitting at least once is more than 90%,. We have 

1 − 𝑞௡ > 0.9. This implies that 1 − ቀ
ଶ

ଷ
ቁ

௡

> 0.9 ⇒ ቀ
ଶ

ଷ
ቁ

௡

<

0.1.The smallest 𝑛 
For which the above inequality holds true is 6 hence he 
must fire 6 times. 
 
Example7.10.7.In a bombing action, there is50% chance 
that any bomb will strike the target. Two direct hits are 
needed to destroy the target completely. How many bombs 
are required to be dropped to give a 99%chance or better 
of completely destroying the target? 
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Solution. 𝑝 =
ହ଴ 

ଵ଴଴ 
=

ଵ

ଶ
. 

Since the probability must be greater than 0.99,if . 𝑛bombs 
are dropped, we have 
 

ቀ
𝑛

2
ቁ ൬

1

2
൰

௡

+ ቀ
𝑛

3
ቁ ൬

1

2
൰

௡

+ ቀ
𝑛

4
ቁ ൬

1

2
൰

௡

+ ⋯ ቀ
𝑛

𝑛
ቁ ൬

1

2
൰

௡

≥ 0.99 

൬
1

2
൰

௡

ቂቀ
𝑛

2
ቁ + ቀ

𝑛

3
ቁ + ቀ

𝑛

4
ቁ + ⋯ ቀ

𝑛

𝑛
ቁቃ ≥ 0.99 

2௡ − 𝑛 − 1

2௡
≥ 0.99. 

 
Example7.10.8. 
 
(i) Suppose that a book of 600pages contains 40 printing 
mistakes. Assume that these errors are randomly 
distributed throughout the book and 𝑥, the number of errors 
per page has a Possion distribution. What is the probability 
that 10  pages selected at random will be free from errors? 
 
(ii) Wireless sets are manufactured with 25 solders joints 
each, on the average 1 joint in 500 is defective. How many 
sets can be expected to be free from defective joints in a 
consignment of 1000 sets? 
 

Solution. (i) 𝑝 =
ସ଴

଺଴଴
=

ଵ

ଵହ
,      𝑛 = 10. 

𝜆 = 𝑛𝑝 = 10 ൬
1

15
൰ =

2

3
. 

𝑃(𝑥) =   
𝑒ିఒ𝜆௫

𝑥!
=

𝑒ି
ଶ
ଷ

2
3

௫

𝑥!
 

 

𝑃(𝑟) =   
𝑒ିఒ𝜆௫

𝑥!
=

𝑒ି
ଶ
ଷ(2 3⁄ )௫

𝑥!
 

 

Therefore, 𝑃(𝑟) =   
௘షഊఒೣ

௫!
=

௘
ష

మ
య(ଶ ଷ⁄ )బ

௫!
= 𝑒ିଶ ଷ⁄ = 0.51 

(ii)𝑝 =
ଵ

ହ଴଴
, 𝑛 = 25, 

Therefore 𝜆 = 𝑛𝑝 = 10 ቀ
ଵ

ହ଴଴
ቁ =

ଵ

ଶ଴
= 0.05. 

Number of sets in a consignment, 𝑁 = 10000. 
Probability of having no defective joint = , 𝑃(𝑟 = 0) =
௘ష.బఱ(଴.଴ହ)బ

଴!
= 0.9512. 

Therefore the expected number of sets free from defective 
joints = 0.9512 × 10000 = 9512. 
 
Example7.10.9. A car – hire firm has two cars, which it 
hires out day by day. The number of demands for a car on 
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each day is distributed as a Poisson distribution with mean 
1.5. Calculate the proportion of days on which neither car 
is used and the proportion of days on which some demand 
is refused(𝑒ିଵ.ହ = 0.2231). 
 
Solution. Since the number of demands for a car is 
distributed as a Poisson distribution with 𝜆 = 1.5. 
Therefore, proportion of days on which neither car is used 
= Probability of there being no demand for the car. 

=
𝜆଴𝑒ିఒ

0!
= 𝑒ିଵ.ହ = 0.2231. 

Proportion of days on which some  demand is refused = 
Probability for the number of demands to be more than two 

= 1 − 𝑃(𝑥 ≤ 2) = 1 − ቆ𝑒ିఒ +
𝜆𝑒ିఒ

1!
+

𝜆ଶ𝑒ିఒ

2!
ቇ 

= 1 − 𝑒ିଵ.ହ ቆ1 +
1.5

1!
+

(1.5)ଶ

2!
ቇ = 0.1912625 

 
Example7.10.10.An insurance company finds that0.005% 
of the population dies from a certain kind of accident each 
year. What is the probability that the company must pay off 
no more than 3 of 10,000 insured risks against such 
incident in a given year? 
 

Solution.𝑝 =
଴.଴଴ହ

ଵ଴଴
= 0.00005, 𝑛 = 10000 

 
Therefore 𝜆 = 𝑛𝑝 = 10000 × 0.00005 = 0.5 
Required Probability = 1 − 𝑃(𝑟 ≤ 3) = 1 − [𝑃(0) +
𝑃(1) + 𝑃(2) + 𝑃(3)] 

= 1 − [𝑃(0) + 𝑃(1) + 𝑃(2) + 𝑃(3)] 

   = 1 − ቂ
௘ష.బఱ(଴.଴ହ)బ

଴!
+

௘ష.బఱ(଴.଴ହ)భ

ଵ!
+

௘ష.బఱ(଴.଴ହ)మ

ଶ!
+

௘ష.బఱ(଴.଴ହ)య

ଷ!
ቃ  

= 1 − 𝑒ି.଴ହ[1 + 0.5 + 0.125 + 0.021] = 0.0016 
Example7.10.11. (i) Six coins are tossed 6400 times. 
Using the Poisson distribution, determine the approximate 
probability of getting six heads 𝑥 times. 
 
(ii) A Poisson distribution has a double mode at 𝑥 = 3 and 
𝑥 = 4.What is the probability that 𝑥 will have one or the 
other of these two values? 
 
Solution. 

(i) Probability of getting one head with one coin = 
ଵ

ଶ
. 

Therefore the probability of getting six heads with six 

coins = ቀ
ଵ

ଶ
ቁ

଺

=
ଵ

଺ସ
. 
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Therefore average number of six heads with six coins in 

6400 throws = 𝑛𝑝 = 6400 ×
ଵ

଺ସ
= 100. Therefore the 

mean of the Poisson distribution = 100. 
Approximate probability of getting six heads 𝑥 times when 

the distribution is Poisson = 
ఒೣ௘షഊ

௫!
=

(ଵ଴଴)ೣ.௘షభబబ

௫!
 

 
(ii) Since 2 modes are given when 𝜆 is an integer, modes 
are 𝜆 − 1 and 𝜆. 
Therefore 𝜆 − 1 = 3 ⟹ 𝜆 = 4 

Probability ( when𝑟 = 3 )=
௘ష.ర(ସ)య

ଷ!
 

Probability ( when𝑟 = 4 )=
௘ష.ర(ସ)ర

ସ!
 

Required probability = P(𝑟 = 3 𝑜𝑟 4) = P(𝑟 = 3) + 
P(𝑟 = 4) 

                              = 
௘ష.ర(ସ)య

ଷ!
+

௘ష.ర(ସ)ర

ଷ!
=

଺ସ

ଷ
𝑒ିସ = 0.39073. 

 
 
Example7.10.12.Given the hypothetical distribution: 
 
No. of 
cells (𝑥) 

0 1 2 3 4 5 Total 

Frequency 
(𝑓) 

213 128 37 18 3 1 400 

 
Fit a negative binomial distribution and calculate the 
expected frequencies. 
 
Solution. Let 𝑋 be negative binomial variate with 
parameters 𝑟 and 𝑝. 

𝜇ଵ
ᇱ = Mean =

∑ ௙௫

∑ ௙
=

ଶ଻ଷ

ସ଴଴
= 0.6825 =

௥௤

௣
; (𝑞 = 1 −

𝑝)….(7.10.12.1) 

𝜇ଵ
ᇱ =

∑ ௙௫మ

∑ ௙
=

ହଵଵ

ସ଴଴
= 1.2775.𝜇ଶ = 𝜇ଶ

ᇱ − 𝜇ଵ
ᇱ ଶ

= 1.2775 −

(0.6825)ଶ = 0.8117 
Therefore Variance = 1.2775 =

௥௤

௣మ…………(7.10.12.2) 

Dividing (7.10.12.1) by (7.10.12.2) we get 

𝑝 =
0.6825

0.8117
= 0.8408, 𝑞 = 1 − 𝑝 = 0.1592 

Therefore, 𝑝 =
௣×଴.଺଼ଶହ

௤
=

଴.ହ଻ଷ଼

଴.ଵହଽଶ
= 3.6043 ≈ 4  

Since, 𝑟 being the number of successes cannot be 
fractional.𝑓଴ = 𝑝௥ = (. 8408)ସ = 0.4978 ≈ 0.5 

𝑓ଵ =
𝑟 + 0

0 + 1
𝑞𝑓଴ = 𝑟𝑞𝑓଴ = 0.5738 × 0.5 = 0.2869 

∴ 𝑟𝑞 = 𝑝 × 0.6825 = 0.5738 



ADVANCED STATISTICS                                                 MAT 503 

 

 Department of Mathematics 
Uttarakhand Open University Page 121 
 

𝑓ଶ =
𝑟 + 1

1 + 1
. 𝑞. 𝑓ଵ =

5

2
× 0.1592 × 0.2869 = 0.1142 

𝑓ଷ =
𝑟 + 2

2 + 1
. 𝑞. 𝑓ଶ =

6

3
× 0.1592 × 0.2869 = 0.0364 

𝑓ସ =
𝑟 + 3

3 + 1
. 𝑞. 𝑓ଷ =

7

4
× 0.1592 × 0.0364 = 0.0101 

𝑓ହ =
𝑟 + 4

4 + 1
. 𝑞. 𝑓ସ =

8

5
× 0.1592 × 0.0101 = 0.0026 

Therefore expected frequencies are :(𝑁 = 400). 
 

𝑁𝑓଴ 𝑁𝑓ଵ 𝑁𝑓ଶ 𝑁𝑓ଷ 𝑁𝑓ସ 𝑁𝑓ହ 
200 114.76 45.68 14.56 4.04 1.04 

 
Observed 
frequency 

213 128 37 18 3 1 

Expected 
Frequency 

200 115 46 14 4 1 

 
Example7.10.13.Suppose 𝑋 is a non-negative integral 
valued random variable. 
Show that the distribution of 𝑋 is geometric if it ‘lacks 
memory’, if for each 𝑘 ≥ 0 and 𝑌 = 𝑋 − 𝑘, one has 
𝑃(𝑌 = 𝑡 𝑋 ≥ 𝑘⁄ ) = 𝑃(𝑋 = 𝑡), 𝑓𝑜𝑟 𝑡 ≥ 0. 
 
Solution.Let us suppose𝑃(𝑋 = 𝑟) = 𝑝௥; 𝑟 = 0,1,2, …. 
Define 
𝑞௞ = 𝑃(𝑋 ≥ 𝑘) =
𝑝௞ + 𝑝௞ାଵ + 𝑝௞ାଶ … … … … … … … … . . (𝟕. 𝟏𝟎. 𝟏𝟑. 𝟏) 
We are given: 

𝑃(𝑌 = 𝑡 𝑋 ≥ 𝑘⁄ ) = 𝑃(𝑋 = 𝑡) = 𝑝௧ … … . . (𝟕. 𝟏𝟎. 𝟏𝟑. 𝟐) 
We have 

𝑃(𝑌 = 𝑡 𝑋 ≥ 𝑘⁄ ) =
௉(௒ୀ௧ ௑ஹ௞⁄ )

௉(௑ஹ௞)
=

௉(௑ି௞ୀ௧⋂௑ஹ௞)

௉(௑ஹ௞)
=

௉(௑ୀ௞ା௧)

௉(௑ஹ௞)
=

௣ೖశ೟

௤ೖ
 for every𝑡 ≥ 0 and all 𝑘 ≥ 0[ From(𝟕. 𝟏𝟎. 𝟏𝟑. 𝟐)]. 

In particular, taking 𝑘 = 1,  we get 
𝑝௧ାଵ = 𝑞ଵ. 𝑝௧ =  (𝑝ଵ + 𝑝ଶ + ⋯ )𝑝௧ = (1 − 𝑝଴)𝑝௧[ 
From(𝟕. 𝟏𝟎. 𝟏𝟑. 𝟏)] 
This implies that 𝑝௧ = (1 − 𝑝଴)𝑝௧ିଵ = (1 − 𝑝଴)ଶ𝑝௧ିଶ =
⋯ = (1 − 𝑝଴)௧𝑝଴. 
Hence 𝑝௧ = 𝑃(𝑋 = 𝑡) = 𝑝଴(1 − 𝑝଴)௧; 𝑡 = 0,1,2 … 
This implies 𝑋 has a geometric distribution. 
 
Example7.10.14.Explain how you will use hypergeometric 
model to estimate the number of fish in a lake. 
 
Proof. Let us suppose that in a lake there are  𝑁 fish, 𝑁 
unknown. The problem is to estimate 𝑁. A catch of ′𝑟′ fish 
(all at the same time) is made and these fish are returned 
alive into the lake after making each with  a red spot. After 
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a reasonable period of time, a during which these ‘marked’ 
fish are assumed to have distributed themselves ‘at 
random’ in the lake, another catch of ‘𝑠’ fish (again, all at 
once) is made. Here 𝑟 and 𝑠 are regarded as fixed pre-
determined constants. Among these 𝑠 fish caught, there 
will be (say) 𝑋 is a random variable following discrete 
probability function given by hypergeometric model: 

𝑓௑(𝑥 𝑁⁄ ) =
൫௥

௫
൯൫ேି௥

ௌି௫
൯

൫ே
௫

൯
= 𝑝(𝑁) … … … . (𝟕. 𝟏𝟎. 𝟏𝟒. 𝟏) 

Where 𝑥 is an integer such that 𝑚𝑎𝑥(0, 𝑠 − 𝑁 + 𝑟) ≤
min (𝑟, 𝑠) and 𝑓௑(𝑥 𝑁⁄ ) = 0  Otherwise.The value of 𝑁 is 
estimated by the principle of Maximum Liklihood (In the 
unit of theory of estimation)i.e.,the principle of maxima 
and minima in calculus cannot be used here. Here we 

proceed as follows:𝜆(𝑁) =
௣(ே)

௣(ேିଵ)
=

(ேି௥)(ேି௦)

ே(ேି௥ି௦ା௫)
 

Therefore 𝜆(𝑁) > 1 iff 𝑁 >
௥௦

௫
⟹ 𝑝(𝑁) > 𝑝(𝑁 − 1) iff 

𝑁 >
௥௦

௫
………………………………………(𝟕. 𝟏𝟎. 𝟏𝟒. 𝟐) 

And 𝜆(𝑁) > 1iff𝑁 <
௥௦

௫
⟹ 𝑝(𝑁) > 𝑝(𝑁 − 1) iff 𝑁 <

௥௦

௫
 

.................................................................(𝟕. 𝟏𝟎. 𝟏𝟒. 𝟑) 
From (𝟕. 𝟏𝟎. 𝟏𝟒. 𝟐) and (𝟕. 𝟏𝟎. 𝟏𝟒. 𝟑) we see that 
𝑓௑(𝑥 𝑁⁄ ) = 𝑝(𝑁) reaches the maximum value when 𝑁 is 
approximately equal to 

௥௦

௫
. Hence maximum likelihood 

estimate of function  𝑁 is given by 𝑁෡(𝑋) =
௥௦

௫
 it implies 

that 𝑁෡(𝑋) =
௥௦

௑
. 

 
 

CHECK YOUR PROGRESS 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

𝒂)  𝑛𝑝 
𝒃)  𝑛 
𝒄)  𝑝 
𝒅)  𝑛𝑝(1 − 𝑝) 

 

𝒂)  𝑛𝑝 
𝒃)  𝑛𝑝𝑞 
𝒄)  𝑛𝑞 
𝒅) 𝑛𝑜𝑛𝑒 𝑜𝑓 𝑡ℎ𝑒 𝑎𝑏𝑜𝑣𝑒 

Problem1. In a Binomial Distribution, if ‘𝑛’ is the number 
of trials and ‘𝑝’ is the probability of success, then the mean 
value is given by ___________ 

Problem2. In a Binomial Distribution, if 𝑝, 𝑞 and 𝑛 are 
probability of success, failure and number of trials 
respectively then variance is given by ___________ 
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CHECK YOUR PROGRESS 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

𝒂)  𝑚 =  𝑛𝑝 
𝒃)  𝑚 = 𝑛𝑝ଶ 
𝒄)  𝑚 =  𝑛𝑝(1 − 𝑝) 
𝒅)  𝑚 =  𝑝 

 

𝒂)𝑚⁄3 

𝒃)𝑚
ଵ

ଶൗ  
𝒄) 𝑚 
𝒅) 𝑚⁄2 

 

Problem 3. In a Poisson Distribution, if ‘𝑛’ is the number of trials 
and ‘𝑝’ is the probability of success, then the mean value is given 
by? 

Problem 4. If ‘𝑚’ is the mean of a Poisson Distribution, then 
variance is given by ___ 

Problem 5.To construct a binomial probability distribution, the 
mean must be known. True/False 
 
Problem 6. The Poisson probability distribution is a continuous 
probability distribution. True/False 
 
Problem 7. In Bernouli distribution trials are independent of each 
other True\False 
 
Problem 8. The geometric distribution is superb for understanding 
when an event might first occur. True\False 
 
Problem 9.Inhypergeometric distribution the result of each draw 
(the elements of the population being sampled) can be classified 
into one of two mutually exclusive categories. True\False. 
 
Problem 10. If we define an example rolling a 6 on a dice as a 
success, and rolling any other number as a failure, and ask how 
many failure rolls will occur before we see the third success 
(𝑟 = 3)In such a case, the probability distribution of the number of 
failures that appear will be a negative binomial distribution. 
True\False 
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7.11SUMMARY:- 
In this unit we have covered the topic Discrete uniform 

Distribution, .Bernoulli Distribution, Binomial Distribution, Possion 
Distribution. Negative Binomial Distribution. Geometric Distribution  
and Hyper geometric Distribution.  

 

7.12 GLOSSARY:- 
i Random variable 

ii Variance 
iii Moments 
iv Mathematical expectation 
v Moment generating function. 
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7.15.TERMINAL QUESTIONS:- 
i. During war, 1 ship out of 9 was sunk on an average in 

making a certain voyage. What was the probability that 
exactly 3 out of a convoy of 6 ships would arrive safely? 
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ii. A policeman frees 6 bullets on a dacoit. The probability 
that the dacoit will be killed by a bullet is 0.6. What is the 
probability that dacoit is still alive? 

iii. If the probability of hitting a target is 10% and 10 shots are 
fired independently. What is the probability that the target 
will be hit at least once? 

iv. Out of 800 families with 4 children each, how many 
families would be expected to have (i) 2 boys and 2 girls 
(ii) at least one boy (iii) no girl (iv) atmost two girl? 
Assume equal probabilities for boys and girls? 

v.  Show that in a Poisson distribution with unit mean, mean 

deviation about mean      ቀ
 ଶ

௘
ቁ    is times the standard 

deviation. 
vi.  In a certain factory manufacturing razor blades, there is a   

small chance of 0.002 for any blade to be defective. The 
blades are supplied in packets of 10. Use  suitable  
distribution to calculate the approximate number of packets 
containing no defective, one defective and two defective 
respectively in a   consignment of 20,000 packets. 

vii.  Let 𝑋ଵ, 𝑋ଶ be independent random variables each having 
geometric Distribution  𝑞௞𝑝: 𝑘 = 0,1,2, … … …Show that the 
conditional distribution of 𝑋ଵ given     𝑋ଵ +   𝑋ଶ is uniform. 

viii.   Obtain the Poisson distribution as a limiting case of the 
negative binomial  distribution? 

ix.  Describe the probability model from which the binomial 
distribution can be   
generated. Hence find the first four central 
moments……………………… 

x.  Obtain the Moment generating function of the Binomial 
Distribution………… 

  

7.16.ANSWERS:- 
 
Answer of Check your progress Questions:-  
 
CHQ1:(a)𝑛𝑝. 
CHQ2:(b)𝑛𝑝𝑞. 
CHQ3:   (a) 𝑛𝑝 
CHQ4:  (c) 𝑚 
CHQ5:    True 
CHQ6:    False  
CHQ7:True  
CHQ8:    True  
CHQ9:    True  
CHQ10:   True 
 
Answer of Terminal Questions:-  
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TQ I:
ଵ଴ଶସ଴

ଽల . 

TQ II: . 004096. 
TQ III: 0.6513. 
TQ IV: 550. 
TQVI:(a)53.84%(b)19604,392,4 & 0 𝑝𝑎𝑐𝑘𝑒𝑡𝑠. 
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UNIT :-8 CONTINUOUS PROBABILITY 
DISTRIBUTIONS 
 

CONTENTS: 
 
8.1. Introduction 
8.2. Objectives 
8.3 Normal Distribution. 

8.3.1.Normal Distribution as a Limiting Form of Binomial  
         Distribution. 

 8.3.2. Normal Distribution and Normal Probability Curve 
 8.3.3. Properties of Normal Distribution 
 8.3.4. Area property 
 8.3.5. Importance of Normal Distribution 
 8.3.6. Fitting of Normal Distribution 
8.4 Central Limit Theorem 
 8.4.1 De-Moivre’s Laplace Theorem 
8.5 Solved Examples  
8.6 Summary  
8.7 Glossary 
8.8 References  
8.9. Suggested Readings 
8.10 Terminal Questions  
8.11 Answers  
 
 

8.1. INTRODUCTION:- 
 
In previous unit we have discussed about Discrete uniform 

Distribution. In the discrete distribution we have explained about 
Bernoulli Distribution, Binomial Distribution, Possion Distribution, 
Negative Binomial Distribution, Geometric Distribution and 
Hypergeometric Distribution. Now in present unit we are explaining 
about continuous probability distribution. In the continuous probability 
distribution our main focuses on Normal distribution. After normal 
distribution we are defining and explaining the central limit theorem. 

The beginning  of the normal distribution is very interesting 
[Stigler, 1986]. In the research work of Abraham DeMoivre in the mid-
18th century the concept of normal distribution was started and then 
Gauss extended the work  in the late 18th and early 19th centuries 
Gauss, who first made reference to it in the beginning of 19th century 
(1809), as the distribution of errors in Astronomy.  
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Gauss used the 
normal curve to 
describe the 
theory of 
accidental errors 
of measurement 
involved in the 
calculation of 
orbits of 
heavenly bodies. 

 
Fig 8.1.1 

Ref: 
https://en.wikipedia.org/wiki/Carl_Friedrich_Gauss 

. 
 

8.2.OBJECTIVES:- 
 
After studying this unit learner will be able to: 
 
1. Describe the notion of Continuous probability distribution. 
2. Explain the Normal distribution. 
3. Understand the Central limit theorem. 

 

8.3.NORMAL DISTRIBUTION:- 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

𝑓(𝑥; 𝜇, 𝜎) =
1

𝜎√2𝜋
𝑒ି(௫ିఓ)మ ଶఙమ⁄ ; −∞ < 𝑥 < ∞, −∞ < 𝜇 < ∞, 

𝜎 > 0 … … … … … … … . (𝟖. 𝟑. 𝟏) 

A random variable 𝑋 is said to have a normal distribution with 
parameters 𝜇(𝑐𝑎𝑙𝑙𝑒𝑑 ′𝑚𝑒𝑎𝑛ᇱ) and 𝜎ଶ(𝑐𝑎𝑙𝑙𝑒𝑑ᇱ𝑣𝑎𝑟𝑖𝑎𝑛𝑐𝑒ᇱ) if its 
probability density function is given by the probability law: 

𝑓(𝑥; 𝜇, 𝜎) =
ଵ

ఙ√ଶగ
൜−

ଵ

ଶ
ቀ

௫ିఓ

ఙ
ቁ

ଶ

ൠ  

or  
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 In simple words 𝑋 is distributed as 𝑁(𝜇, 𝜎ଶ) and is 

expressed by 𝑋~𝑁(𝜇, 𝜎ଶ). 

 If 𝑋~𝑁(𝜇, 𝜎ଶ), then 𝑍 =
௑ିఓ

ఙ
, is a standard normal 

variate with 𝐸(𝑍) = 0 and  
Var(𝑍) = 0 and we write 𝑍~𝑁(0,1). 

 The probability density function (𝑝. 𝑑. 𝑓) of 
standard variate𝑍 is given by: 

𝜑(𝑧) =
1

√2𝜋
𝑒ି௭మ ଶ⁄ , −∞ < 𝑧 < ∞, 

and the corresponding distribution function, 
denoted by 
Φ(𝑧) = 𝑃(𝑍 ≤ 𝑧) = ∫ φ(𝑢)

௭

ିஶ
𝑑𝑢 =

ଵ

√ଶగ
∫ 𝜑(𝑢)𝑑𝑢 =

ଵ

√ଶగ
∫ 𝑒௨మ ଶ⁄௭

ିஶ
𝑑𝑢

௭

ିஶ
. 

Now the two important results on the distribution 
function Φ(. ) of standard normal variate.  
 

 Φ(−𝑧) = 1 − Φ(𝑧), 𝑧 > 0. 
 

Proof.Φ(−𝑧) = 𝑃(𝑍 ≤ −𝑧) = 𝑃(𝑍 ≥ 𝑧) = 1 −
𝑃(𝑍 ≤ 𝑧) = 1 − Φ(𝑧). 
 

 𝑃(𝑎 ≤ 𝑋 ≤ 𝑏) =  Φ ቀ
௕ିఓ

ఙ
ቁ − Φ ቀ

௔ିఓ

ఙ
ቁ, where 

𝑋~𝑁(𝜇, 𝜎ଶ). 

Proof. 𝑃(𝑎 ≤ 𝑋 ≤ 𝑏) = 𝑃 ቀ
௔ିఓ

ఙ
≤ 𝑍 ≤

௕ିఓ

ఙ
ቁ,    ቀ𝑍 =

௑ିఓ

ఙ
ቁ 

   = 𝑃 ቀ𝑍 ≤
௕ିఓ

ఙ
ቁ − 𝑃 ቀ𝑍 ≤

௔ିఓ

ఙ
ቁ =

Φ ቀ
௕ିఓ

ఙ
ቁ − Φ ቀ

௔ିఓ

ఙ
ቁ. 

 

8.3.1.NORMAL DISTRIBUTION AS A LIMITING 
FORM OF BINOMIAL DISTRIBUTION:- 

 
Normal distribution is another limiting form of the 
binomial distribution under the following conditions: 

i 𝑛, the number of trials is indefinitely large, 
𝑖. 𝑒. , 𝑛 → ∞; and 

ii neither𝑝  nor 𝑞  is very small. 
The 𝑝. 𝑚. 𝑓. of the binomial distribution with 
parameters 𝑛 and 𝑝 is given by: 

𝑝(𝑥) = ቀ
𝑛

𝑥
ቁ   𝑝௫𝑞௡ି௫ =

𝑛!

𝑥! (𝑛 − 𝑥)!
𝑝௫𝑞௡ି௫; 𝑥

= 0,1,2, … … 𝑛 … … … … . (𝟖. 𝟑. 𝟏) 
Let us now consider the standard binomial variate: 
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𝑍 =
𝑋 − 𝐸(𝑋)

ඥ𝑉(𝑋)
=

𝑋 − 𝑛𝑝

ඥ𝑛𝑝𝑞
; 𝑋

= 0,1,2, … . . 𝑛 … … … … … … . . (𝟖. 𝟑. 𝟐) 

When 𝑋 = 0, 𝑍 =
ି௡

√௡௣௤
= −ට

௡௣

௤
 and when 𝑋 = 𝑛, 𝑍 =

௡ି௡௣

√௡௣௤
= ට

௡௤

௣
 

Thus in the limit as 𝑛 → ∞, 𝑍 takes the values −∞ to ∞. 
Hence the distribution of 𝑋 will be a continuous 
distribution over the range −∞ to ∞. 
We want the limiting form of (𝟖. 𝟑. 𝟏) under the above 
two conditions. Using Stirling’s approximation to 𝑟! For 
larger , 𝑣𝑖𝑧. , lim௥⟶ஶ 𝑟! ≃ √2𝜋 𝑒ି௥𝑟௥ା(ଵ ଶ⁄ ), 

lim 𝑝(𝑥) = 𝑙𝑖𝑚 ቎
√2𝜋 𝑒ି௡𝑛௡ା

ଵ
ଶ𝑝௫𝑞௡ି௫

√2𝜋 𝑒ି௫𝑥௫ା
ଵ
ଶ√2𝜋 𝑒௡ି௫(𝑛 − 𝑥)௡ି௫ା

ଵ
ଶ

቏ 

= 𝑙𝑖𝑚 ቎
1

√2𝜋
.

1

ඥ𝑛𝑝𝑞

(𝑛𝑝)௫ା
ଵ
ଶ(𝑛𝑞)௡ି௫ା

ଵ
ଶ

𝑥௫ା
ଵ
ଶ(𝑛 − 𝑥)௡ି௫ା

ଵ
ଶ

቏ 

= 𝑙𝑖𝑚 ൥
1

√2𝜋
.

1

ඥ𝑛𝑝𝑞
ቀ

𝑛𝑝

𝑥
ቁ

௫ା
ଵ
ଶ

ቀ
𝑛𝑝

𝑛 − 𝑥
ቁ

௡ି௫ା
ଵ
ଶ

൩ … … … . (𝟖. 𝟑. 𝟑) 

 

From (8.3.2), we get 𝑋 = 𝑛𝑝 + 𝑍ඥ𝑛𝑝𝑞 ⟹
௑

௡௣
= 1 +

𝑍ට
௤

௡௣
 

Further 

𝑛 − 𝑋 = 𝑛 − 𝑛𝑝 − 𝑍ඥ𝑛𝑝𝑞 = 𝑛𝑞 − 𝑍ඥ𝑛𝑝𝑞 ⇒
௡ି௑

௡௤
=

1 − 𝑍ට
௣

௡௤
. 

Also 𝑑𝑧 =
ଵ

√௡௣௤
𝑑𝑥 

Hence the probability differential of the distribution of 
𝑍, in the limit is: 

𝑑𝐺(𝑧) = 𝑔(𝑧)𝑑𝑧 = lim
௡⟶ஶ

൬
1

√2𝜋
×

1

𝑁
൰ 𝑑𝑧, 

where𝑁 =

ቀ
௫

௡௣
ቁ

௫ା
భ

మ
ቀ

௡ି௫

௡௤
ቁ

௡ି௫ା
భ

మ……………………………………

…(8.3.4) 

This implies 𝑙𝑜𝑔𝑁 = ቀ𝑥 +
ଵ

ଶ
ቁ 𝑙𝑜𝑔(𝑥 𝑛𝑝⁄ ) +

ቀ𝑛 − 𝑥 +
ଵ

ଶ
ቁ 𝑙𝑜𝑔{(𝑛 − 𝑥) 𝑛𝑞⁄ } 
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= ൬𝑛𝑝 + 𝑧ඥ𝑛𝑝𝑞  +
1

2
൰ 𝑙𝑜𝑔 ቄ1 + 𝑧ඥ𝑞 𝑛𝑝⁄ ቅ

+ ൬𝑛𝑞 − 𝑧ඥ𝑛𝑝𝑞 +
1

2
൰ 𝑙𝑜𝑔 ቄ1

− 𝑧ඥ(𝑝 𝑛𝑞⁄ )ൟ 

= ൬𝑛𝑝 + 𝑧ඥ𝑛𝑝𝑞 +
1

2
൰ ൜−𝑧ඥ(𝑝 𝑛𝑞⁄ ) −

1

2
𝑧ଶ(𝑝 𝑛𝑞⁄ )

−
1

3
𝑧ଷ(𝑝 𝑛𝑞⁄ )ଷ ଶ⁄ − ⋯ ൠ 

= ቎ቐ𝑧ඥ𝑛𝑝𝑞 −
1

2
𝑞𝑧ଶ +

1

3
𝑧ଷ

𝑞ଷ ଶ⁄

ඥ𝑛𝑝
+ 𝑧ଶ𝑞 +

1

2
𝑧ଷ𝑞

−
1

2
𝑧ଷ

𝑞ଷ ଶ⁄

ඥ𝑛𝑝
+

1

2
𝑧ඨ

𝑞

𝑛𝑝
−

1

4
𝑧ଶ

𝑝

𝑛𝑝
+ ⋯ ቑ቏ 

= ൤−
1

2
𝑧ଶ(𝑝 + 𝑞) + 𝑧ଶ(𝑝 + 𝑞) +

𝑧

2√𝑛
൬

𝑞

𝑝
+

𝑝

𝑞
൰

+ 0൫𝑛ିଵ ଶ⁄ ൯൨ 

=
ଵ

ଶ
𝑧ଶ + 0൫𝑛ିଵ ଶ⁄ ൯ ⟶

௭మ

ଶ
as𝑛 → ∞, 

Therefore lim௡→ஶ log 𝑁 =
௭మ

ଶ
⟹ lim௡→ஶ log 𝑁 =

 𝑒௭మ ଶ⁄ . 
Substituting in (8.3.4), we get 

𝑑𝐺(𝑧) = 𝑔(𝑧)𝑑𝑧 =
ଵ

√ଶగ
𝑒ି

೥మ

మ , −∞ < 𝑧 <

∞ … … … … … …(8.3.5) 
Hence the probability function of 𝑍 is: 

𝑔(𝑧) =
1

√2𝜋
𝑒ି

௭మ

ଶ , −∞ < 𝑧

< ∞ … … … … … … … . (𝟖. 𝟑. 𝟔) 
This is the probability density fuction of the normal 
distribution with mean 0 
and unit variance. 
If 𝑋 is a normal variate with mean 𝜇 and standard 
deviation 𝜎, then 𝑍 = (𝑋 − 𝜇) 𝜎,⁄  is standard normal 
variate. Jacobian of transformation is 1 𝜎.⁄  Hence 
substituting in (8.3.6), the p.d.f. of a normal variate𝑋 
with 𝐸(𝑋) = 𝜇, 𝑉𝑎𝑟(𝑋) = 𝜎ଶ is given by : 

𝑓௑(𝑥) = ൝

1

𝜎√2𝜋
𝑒ି(௫ିఓ)మ ଶఙమ⁄ , −∞ < 𝑥 < ∞ 

0  𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

  

 
 Normal distribution can also be obtained as a 

limiting case of Poisson distribution with the 
parameter 𝜆 → ∞. 
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8.3.2.NORMAL DISTRIBUTION AND NORMAL 
PROBABILITY CURVE:- 

 
The normal probability curve with mean 𝜇 and standard 
deviation 𝜎 is given by the equation: 

𝑓(𝑥) =  
1

𝜎√2𝜋
𝑒ି(௫ିఓ)మ ଶఙమ⁄ , −∞ < 𝑥 < ∞ 

and has the following properties: 
 
(i) The curve is bell-shaped and symmetrical about the 

line 𝑋 = 𝜇. 
(ii) Mean, median and mode of the distribution 

coincide. 
(iii)  As 𝑥 increases numerically, 𝑓(𝑥) decreases rapidly, 

the maximum probability occurring at the point 

𝑥 = 𝜇, and is given by : [𝑝(𝑥)]௠௔௫ =
ଵ

ఙ√ଶగ
. 

(iv) 𝛽ଵ = 0, 𝛽ଶ = 3. 
(v) 𝜇ଶ௥ାଵ = 0, (𝑟 = 0,1,2 … . . ) 

And 𝜇ଶ௥ = 1,3,5 … . . (2𝑟 − 1)𝜎ଶ௥, (𝑟 = 0,1,2, … . . ). 
(vi) Since𝑓(𝑥) being the probability, can never be 

negative, no portion of the curve lies below the 
𝑥 −axis. 

(vii)  Linear combination of independent normal variates 
is also a normal variate. 

(viii) 𝑥 −axis is an asymptote to the curve. 
(ix) The points of inflexion of the curve are :𝑥 = 𝜇 ±

𝜎, 𝑓(𝑥) =
ଵ

ఙ√ଶగ
𝑒ିଵ ଶ⁄  

 

 
𝑋 = 𝜇 

Normal Probability Curve 
Fig 8.3.2 

Ref: 
https://www.varsitytutors.com/hotmath/hotmath_help/topics/normal-

distribution-of-data 
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(x) Mean deviation about mean = ට
ଶ 

గ
𝜎 ≃

ସ

ହ
𝜎 (approx.) 

(xi) Quartiles are given by: 𝑄ଵ = 𝜇 − 0.6745𝜎; 𝑄ଷ = 𝜇 +
           0.6745𝜎 

(xii) 𝑄. 𝐷 =
ொయିொభ

ଶ
≃

ଶ

ଷ
𝜎. We have (approximately). 

𝑄. 𝐷: 𝑀. 𝐷. : 𝑆. 𝐷. ∷
2

3
𝜎:

4

5
𝜎: 𝜎 ∷

2

3
:
4

5
: 1

⟹ 𝑄. 𝐷: 𝑀. 𝐷. : 𝑆. 𝐷. 10: 12: 15 
(xiii) Area Property : 
𝑃(𝜇 − 𝜎 < 𝑋 < 𝜇 + 𝜎)

= 0.6826,      𝑃(𝜇 − 2𝜎 < 𝑋 < 𝜇 + 2𝜎)
= 0.9544, 

and 𝑃(𝜇 − 3𝜎 < 𝑋 < 𝜇 + 3𝜎) = 0.9973. 
 

The adjoining table gives the area under the normal 
probability curve for some important values of standard 
normal variate 𝑍. 

 
Distance from the mean 
ordinates in terms of±𝝈 

Area under the curve 

𝑍 = ±0.745 
𝑍 = ±1.000 
𝑍 = ±1.96 
𝑍 = ±2.00 
𝑍 = ±2.58 
𝑍 = ±3.00 

 
 
 

50% = 0.50 
68.26% = 0.6826 

95% = 0.95 
95.44% = 0.9544 

99% = 0.99 
99.73% = 0.9973 

 
(xiv) If 𝑋 and 𝑌 are independent standard normal variates, 
then it can be easily proved that 𝑈 = 𝑋 + 𝑌 and 𝑉 = 𝑋 − 𝑌 
are independently distributed, 𝑈 = 𝑋 + 𝑌 and 𝑉 = 𝑋 − 𝑌 
are independently distributed, 𝑈 ∼ 𝑁(0,2) and 𝑉 ∼
𝑁(0,2). 
 
Bernstein’s Theorem.If 𝑋 and 𝑌 are independent and 
identically distributed random variables with finite 
variances and if 𝑈 = 𝑋 + 𝑌 and 𝑉 = 𝑋 − 𝑌 are 
independent, then all random variable 𝑋, 𝑌, 𝑈 and 𝑉 are 
normally distributed. 
 
(xv) We state below another result which characterises the 
normal distribution. 
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 If 𝑋ଵ, 𝑋ଶ … … … … 𝑋௡ are i.id. random variables with finite 
variance, then the common distribution is normal if and 
only if : 

𝑋ത =
ଵ

௡
∑ 𝑋௜

௡
௜ୀଵ and𝑠ଶ =

ଵ

௡
∑ (𝑋௜ − 𝑋ത)ଶ௡

௜ୀଵ  or ∑ 𝑋௜
௡
௜ୀଵ  and 

∑ (𝑋௜ − 𝑋ത)ଶ௡
௜ୀଵ  are independent. 

 
 

8.3.3.PROPERTIES OF NORMAL DISTRIBUTION:- 

 
Mode of Normal Distribution. 

 𝑥 = 𝜇is the mode of the normal distribution. 
 
Median of Normal Distribution. 

 For the normal distribution, Mean =  Median. 
 For the normal distribution mean, median and mode 

coincide. Hence the distribution is symmetrical. 
 
Moment generating of Normal Distribution. 

The 𝑚. 𝑔. 𝑓. (𝑎𝑏𝑜𝑢𝑡 𝑜𝑟𝑖𝑔𝑖𝑛) is given by: 

𝑀௑(𝑡) = න 𝑒௧௫𝑓(𝑥)𝑑𝑥
ஶ

ିஶ

=
1

𝜎√2𝜋
න 𝑒௧௫𝑒𝑥𝑝{−(𝑥 − 𝜇)ଶ 2𝜎ଶ⁄ }

ஶ

ିஶ

𝑑𝑥 

    =
ଵ

√ଶగ
∫ 𝑒𝑥𝑝{𝑡(𝜇 + 𝜎𝑧)}𝑒𝑥𝑝(𝑧ଶ 2⁄ )

ஶ

ିஶ
𝑑𝑧, ቀ𝑧 =

௫ିఓ

ఙ
ቁ 

                = 𝑒ఓ௧
1

√2𝜋
න 𝑒𝑥𝑝 ൜−

1

2
(𝑧ଶ − 2𝑡𝜎𝑧)ൠ

ஶ

ିஶ

𝑑𝑧 

= 𝑒ఓ௧
1

√2𝜋
න 𝑒𝑥𝑝 ൤−

1

2
{(𝑧 − 𝜎𝑡)ଶ − 𝜎ଶ𝑡ଶ}൨

ஶ

ିஶ

 

               = 𝑒ఓ௧ା𝑡ଶ 𝜎ଶ 2⁄ ×
1

√2𝜋
න exp ൤−

1

2
(𝑧 − 𝜎𝑡)ଶ൨

ஶ

ିஶ

𝑑𝑧 

=𝑒ఓ௧ା𝑡ଶ 𝜎ଶ 2⁄ ×
ଵ

√ଶగ
∫ 𝑒𝑥𝑝(− 𝑢ଶ 2⁄ )

ஶ

ିஶ
𝑑𝑢 

Hence 𝑀௑(𝑡) = 𝑒ఓ௧ା௧మఙమ ଶ⁄ …………………(8.3.3) 
 

 𝑀. 𝐺. 𝐹.of standard Normal Variate. If 
𝑋~𝑁(𝜇, 𝜎ଶ), then standard normal variate is 
given by: 𝑍 = (𝑋 − 𝜇) 𝜎.⁄  
𝑀௭(𝑡) = 𝑒ିఓ௧ ఙ⁄ 𝑀௑(𝑡 𝜎⁄ )
= 𝑒𝑥𝑝(−𝜇𝑡 𝜎⁄ ). 𝑒𝑥𝑝{(𝜇𝑡 𝜎⁄ )
+ (𝑡ଶ 𝜎ଶ⁄ )(𝜎ଶ 2⁄ )}
= 𝑒𝑥𝑝(𝑡ଶ 2⁄ ) … … … … … … … … … … … (𝟖. 𝟑. 𝟒) 

 Similarly 𝑍~𝑁(0,1). Hence 𝜇 = 0 and 𝜎ଶ = 1 
in (8.3.3), we get 
𝑀௭(𝑡) =  𝑒𝑥𝑝(𝑡ଶ 2⁄ ). 
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Moments of Normal Distribution. 
 
Odd order moments about mean are given by: 

𝜇ଶ௡ାଵ = න (𝑥 − 𝜇)ଶ௡ାଵ𝑓(𝑥)𝑑𝑥
ஶ

ିஶ

=
1

𝜎√2𝜋
න (𝑥

ஶ

ିஶ

− 𝜇)
ଶ௡ାଵexp {−(𝑥 − 𝜇)ଶ 2𝜎ଶ⁄ }𝑑𝑥 

 
Therefore  

        𝜇ଶ௡ାଵ =
ଵ

√ଶగ
∫ (𝜎𝑧)ଶ௡ାଵ exp{−𝑧ଶ 2⁄ } 𝑑𝑧,

ஶ

ିஶ
 Where 𝑧 =

௫ିఓ

ఙ
 

=
ఙమ೙శభ

√ଶగ
∫ 𝑧ଶ௡ାଵ exp{−𝑧ଶ 2⁄ } 𝑑𝑧 = 0, . . (8.3.5)

ஶ

ିஶ
. 

Since the integrand 𝑧ଶ௡ାଵ𝑒ି௭మ ଶ⁄  is an odd function of 𝑧. 
Even order moments about mean are given by: 

𝜇ଶ௡ = න (𝑥 − 𝜇)ଶ௡𝑓(𝑥)𝑑𝑥
ஶ

ିஶ

=
1

√2𝜋
න (𝜎𝑧)ଶ௡exp {− 𝑧ଶ 2⁄ }𝑑𝑥

ஶ

ିஶ

 

=
𝜎ଶ௡

√2𝜋
න 𝑧ଶ௡ exp{− 𝑧ଶ 2⁄ } 𝑑

ஶ

ିஶ

 

=
𝜎ଶ௡

√2𝜋
2 න 𝑧ଶ௡ exp{− 𝑧ଶ 2⁄ } 𝑑𝑧

ஶ

଴

 

           (Since integrand is an even function of 𝑧. ) 

=
2𝜎ଶ௡

√2𝜋
න (2𝑡)௡𝑒ି௧

𝑑𝑡

√2𝑡
, ቆ𝑡 =

𝑧ଶ

2
ቇ

ஶ

଴

 

Therefore 𝜇ଶ௡ =
ଶ೙ఙమ೙

√గ
∫ 𝑒ି௧ஶ

଴
𝑡

ቀ௡ା
భ

మ
ቁିଵ

𝑑𝑡 

⟹ 𝜇ଶ௡ =
ଶ೙ఙమ೙

√గ
Γ ቀ𝑛 +

ଵ

ଶ
ቁ. 

Changing 𝑛 to (𝑛 − 1), we get 

𝜇ଶ௡ିଶ =
2௡ିଵ𝜎ଶ௡ିଶ

√𝜋
Γ ൬𝑛 −

1

2
൰ 

∴
𝜇ଶ௡

𝜇ଶ௡ିଶ
= 2𝜎ଶ.

Γ ቀ𝑛 +
1
2

ቁ

ቀ𝑛 −
1
2

ቁ
= 2𝜎ଶ ൬𝑛 −

1

2
൰ [∵ (𝑟 − 1)Γ(𝑟 − 1)] 

This implies that 
𝜇ଶ௡ = 𝜎ଶ(2𝑛 − 1)𝜇ଶ௡ିଶ … … … . (𝟖. 𝟑. 𝟔) 
 
Which gives the recurrence relation for the moments of normal 
distribution. From (8.3.6), we have  
 
 

𝜇ଶ௡ = [(2𝑛 − 1)𝜎ଶ][(2𝑛 − 3)𝜎ଶ][(2𝑛 − 5)𝜎ଶ]𝜇ଶ௡ି଺ 
= [(2𝑛 − 1)𝜎ଶ][(2𝑛 − 3)𝜎ଶ][(2𝑛

− 5)𝜎ଶ] … … … (3𝜎ଶ)(1𝜎ଶ). 𝜇଴ 
= 1.3.5 … … . (2𝑛 − 1)𝜎ଶ௡ … … … (𝟖. 𝟑. 𝟕) 
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From (8.3.6) and (8.3.7) implies that for the normal 
distribution all odd order moments about mean vanish and even 
order moments about mean are given by (8.3.7). 

 
A linear combination of independent normal 
variates is also a normal variate. 
Let 𝑋௜, (𝑖 = 1,2,3, … … , 𝑛) be 𝑛 independent normal 
variates with mean 𝜇 and variance 𝜎௜

ଶrespectively. Then 

𝑀௑೔

(௧)
= 𝑒𝑥𝑝{𝜇௜𝑡 +

(𝑡ଶ 𝜎௜
ଶ 2⁄ )}……………………………..(8.3.8) 

The 𝑚. 𝑔. 𝑓. of their linear combination 
∑ 𝑎௜

௡
௜ୀଵ 𝑋௜,where 𝑎ଵ, 𝑎ଶ,…………𝑎௡ are constants, is 

given by: 

𝑀∑ ௔೔௑೔೔
(𝑡) = ෑ 𝑀௔೔௑೔

௡

௜ୀଵ

(𝑡)(∵ 𝑋௜
ᇱ𝑠 𝑎𝑟𝑒 𝑖𝑛𝑑𝑒𝑝𝑒𝑛𝑑𝑒𝑛𝑡) 

= 𝑀௑భ
(𝑎ଵ𝑡). 𝑀௑మ

(𝑎ଶ𝑡) … … … . . 𝑀௑೙
(𝑎௡𝑡)………(8.3.9) 

[∵ 𝑀௖௑(𝑡) = 𝑀௑(𝑐𝑡)] 

From (8.3.9), we have 𝑀௑೔
(𝑎௜𝑡) =  𝑒ఓ೔௔೔௧ା௧మ௔೔

మఙ೔
మ ଶ⁄  

Therefore, 𝑀∑ ௔೔௑೔೔
(𝑡) = ൣ𝑒ఓభ௔భ௧ା௧మ௔భ

మఙభ
మ ଶ⁄ ×

 𝑒ఓమ௔మ௧ା௧మ௔మ
మఙమ

మ ଶ⁄ × … … .×

                                                  𝑒ఓ೙௔೙௧ା௧మ௔೙
మ ఙ೙

మ ଶ⁄ ] (From 
(8.3.9)) 

= 𝑒𝑥𝑝 ൥൭෍ 𝑎௜𝜇௜

௡

௜ୀଵ

൱ 𝑡 + 𝑡ଶ ൭෍ 𝑎௜
ଶ𝜎௜

ଶ

௡

௜ୀଵ

൱ 2ൗ ൩, 

Which is the 𝑚. 𝑔. 𝑓. of a normal variate with mean 
∑ 𝑎௜𝜇௜

௡
௜ୀଵ  and variance ∑ 𝑎௜

ଶ𝜎௜
ଶ.௡

௜ୀଵ  
Hence by uniqueness theorem of 𝑚. 𝑔. 𝑓., 

 
(∑ 𝑎௜

௡
௜ୀଵ 𝑋௜)~𝑁[∑ 𝑎௜

௡
௜ୀଵ 𝜇௜, ∑ 𝑎௜

ଶ𝜎௜
ଶ௡

௜ୀଵ ]…………(8.3.10) 
 Sum as well as the difference of two 

independent normal variates is also a normal 
variate. 

 Sum of independent normal variates is also a 
normal variate. 

 If 𝑋௜, (𝑖 = 1,2,3, … … , 𝑛) are identically and 
independently distributed as  
𝑁(𝜇, 𝜎ଶ)and we take 𝑎ଵ=𝑎ଶ=………..= 
𝑎௡=1 𝑛⁄ , then 

𝑋ത~𝑁(𝜇, 𝜎ଶ 𝑛⁄ ), where𝑋ത =
ଵ

௡
∑ 𝑋௜

௡
௜ୀଵ . 

 
 If 𝑋௜, (𝑖 = 1,2,3, … … , 𝑛), are identically and 

independently  distributed  
Normal variates with 𝜇 and variance 𝜎ଶ, then 
their mean 𝑋ത is also 𝑁(𝜇, 𝜎ଶ 𝑛⁄ ). 
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 The points of inflexion of the normal curve are 

given by 𝑥 = 𝜇 ± 𝜎, 𝑓(𝑥) =
ଵ

ఙ√ଶగ
𝑒ିଵ ଶ⁄ . 

 Mean Deviation about mean = 
ଶఙ

√ଶగ
∫ |𝑧|

ஶ

଴
𝑒ି௭మ ଶ⁄ 𝑑𝑧. 

Since in [0, ∞], |𝑧| = 𝑧, 

  Mean Deviation about mean = 
ସ

ହ
𝜎(𝑎𝑝𝑝𝑟𝑜𝑎𝑥). 

 

8.3.4 .AREA PROPERTY (NORMAL PROBABILITY 
INTEGRAL):- 

 
If 𝑋~𝑁(𝜇, 𝜎ଶ), then the probability that random value of 𝑋 
will lie between 𝑋 = 𝜇 and 𝑋 = 𝑥ଵ is given by: 
𝑃(𝜇 < 𝑋 < 𝑥ଵ)

= න 𝑓(𝑥)𝑑𝑥 =
1

𝜎√2𝜋
න 𝑒ି(௫ିఓ)మ ଶఙమ⁄

௫భ

ఓ

௫భ

ఓ

𝑑𝑥 

Put 
௑ିఓ

ఙ
= 𝑍 ⇒ 𝑋 − 𝜇 = 𝜎𝑍 

When 𝑋 = 𝜇, 𝑍 = 0 and when 𝑋 = 𝑥ଵ, 𝑍 =
௫భିఓ

ఙ
= 𝑧ଵ, 

Therefore 𝑃(𝜇 < 𝑋 < 𝑥ଵ) = 𝑃(0 < 𝑍 < 𝑧ଵ) =
ଵ

√ଶగ
∫ 𝑒ି௭మ ଶ⁄ 𝑑𝑧 = ∫ 𝜑(𝑧)𝑑𝑧

௭భ

଴

௭భ

଴
 

where 𝜑(𝑧) =
ଵ

√ଶగ
𝑒ି௭మ ଶ⁄ 𝑑𝑧, is the probability function of 

standard normal variate.The definite integral ∫ 𝜑(𝑧)𝑑𝑧
௭భ

଴
 is 

known as normal probability integral and gives the area 
under standard normal curve between the ordinates at 
𝑍 = 0 and 𝑍 = 𝑧ଵ.These area have been tabulated for 
different values of 𝑧ଵ, at interval of 0.01. 
 

 
Fig:8.3.4 

Ref:https://byjus.com/maths/normal-distribution/ 
The probability that a random value of 𝑋 lies in the 

interval (𝜇 − 𝜎, 𝜇 + 𝜎) is given by: 
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𝑃(𝜇 − 𝜎 < 𝑋 < 𝜇 + 𝜎) = ∫ 𝑓(𝑥)𝑑𝑥 ⇒ 𝑃 ቀ−1 < 𝑍 <
ఓାఙ

ఓିఙ

1 = ∫ 𝜑(𝑧)𝑑𝑧
ଵ

ିଵ
൯ = 2 × 0.3413 =

0.6826…………..(8.3.4) 

𝑃(𝜇 − 2𝜎 < 𝑋 < 𝜇 + 2𝜎) = ∫ 𝑓(𝑥)𝑑𝑥 ⇒
ఓାଶఙ

ఓିଶఙ

𝑃 ቀ−2 < 𝑍 < 2 = ∫ 𝜑(𝑧)𝑑𝑧
ଶ

ିଶ
ቁ = 2 × 0.4772 =

0.9544…………..(8.3.5) 
and 

𝑃(𝜇 − 3𝜎 < 𝑋 < 𝜇 + 3𝜎)

= න 𝑓(𝑥)𝑑𝑥
ఓାଷఙ

ఓିଷఙ

⇒ 𝑃 ቆ−3 < 𝑍 < 3 = න 𝜑(𝑧)𝑑𝑧
ଷ

ିଷ

ቇ

= 2 න 𝜑(𝑧)𝑑𝑧 = 2 × 0.49865
ଷ

଴

= 0.9973 … … … … (𝟖. 𝟑. 𝟔) 
Thus the probability that a normal variate𝑋 lies outside the 
range 𝜇 ± 3𝜎 is given by :𝑃(|𝑋 − 𝜇| > 3𝜎) =
𝑃(|𝑍| > 3) = 1 − 𝑃(−3 ≤ 𝑍 ≤ 3) = 0.0027. 

 The total area under normal probability curve is 
unity, i.e., 

න 𝑓(𝑥)𝜑(𝑧)𝑑𝑥 =
ஶ

ିஶ

න 𝜑(𝑧)𝑑𝑧 = 1.
ஶ

ିஶ

 

 
In simple words the normal distribution has any 

positive standard deviation If the standard deviation is 
smaller, the data are somewhat close to each other and the 
graph becomes narrower. If the standard deviation is larger, 
the data are dispersed more, and the graph becomes wider. 
The standard deviations are used to subdivide the area 
under the normal curve. Each subdivided section defines 
the percentage of data, which falls into the specific region 
of a graph. 

 
 Approximately 68% of the data falls within one 

standard deviation of the mean. (i.e., Between 
Mean- one Standard Deviation and Mean + one 
standard deviation). 

 Approximately 95% of the data falls within two 
standard deviations of the mean. (i.e., Between 
Mean- two Standard Deviation and Mean + two 
standard deviations).  

 Approximately 99.7% of the data fall within three 
standard deviations of the mean. (i.e., Between 
Mean- three Standard Deviation and Mean + three 
standard deviations) 
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Error Function:  
The normal probability curve with mean 𝜇 and standard 
deviation 𝜎 is given by the equation i.e. if 

𝑋~𝑁(𝜇, 𝜎ଶ), 𝑡ℎ𝑒𝑛 𝑓(𝑥) =  
ଵ

ఙ√ଶగ
𝑒ି(௫ିఓ)మ ଶఙమ⁄ , −∞ <

𝑥 < +∞ 

If we take ℎଶ =
ଵ

ଶఙమ 𝑒ି௫మ ଶఙమ⁄ , 𝑓(𝑥) =
௛

√గ
𝑒ି௛మ௫మ

. 

The probability 𝑃 that a random value of the variate lies 
in the range ±𝑥is : 

𝑃

=  න 𝑓(𝑥)𝑑𝑥 =
ℎ

√𝜋

௑

ି௑

න 𝑒ି௛మ
𝑥ଶ𝑑𝑥

௫

ି௫

=
2

√𝜋
න 𝑒ି௛మ௫మ

(ℎ𝑑𝑥)
௫

଴

… … . . (𝟖. 𝟑. 𝟕) 

Taking 𝜓(𝑦) =
ଶ

√௫
∫ 𝑒ି௬మ௬

଴
𝑑𝑦, equation (8.3.7) may be 

re-written as: 
𝑃 = 𝜓(ℎ𝑥)

=
2

√𝜋
න 𝑒ି௛మ௫మ

௫

଴

(ℎ𝑑𝑥) … … … … … … … … … (𝟖. 𝟑. 𝟖) 

The function 𝜓(𝑦), known a the error function. 
 

8.3.5.IMPORTANCE OF NORMAL DISTRIBUTION:- 
 
The normal distribution is an absolutely continuous 

distribution  that plays a major role in statistics. Unlike the 
examples we have seen thus far, the normal distribution has 
a nonzero density function over the entire real number line. 
The normal distribution is determined by two parameters: 
the mean and the vari-ance. The fact that the mean and the 
variance of the normal distribution are the nat-ural 
parameters for the normal distribution explains why they 
are sometimes pre-ferred as measures of location and 
scale.For a normal distribution, there is no need to make 
the distinction among the mean, median, and mode. They 
are all equal to one another.  

In the 1890s in England, Sir Francis Galton found 
applications for the normal distribution in medicine; he 
also generalized it to two dimensions as an aid in ex-
plaining his theory of regression and correlation. In the 
20th century, Pearson, Fisher, Snedecor, and Gosset, 
among others, further developed applications and other 
distributions including the chi-square, F distribution, and 
Student’s t distribution, all of which are related to the 
normal distribution. Some of the most important early 
applications of the normal distribution were in the fields of 
agriculture, medicine, and genetics. Today, statistics and 
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the normal distribution have a place in almost every 
scientific endeavor. 

Although the normal distribution provides a good 
probability model for many phenomena in the real world, it 
does not apply universally. Other parametric and 
nonparametric statistical models also play an important 
role in medicine and the health sciences. 
. 

8.3.6.FITTING OF NORMAL DISTRIBUTION:- 
 
To fit a normal curve to the observed data we first find 
the mean and variance from the given data. Mean and 
variance so obtained are 𝜇 and standard 𝜎 respectively. 
Then the normal curve fitted to the given data is given 
by: 

𝑓(𝑥) =  
1

𝜎√2𝜋
𝑒ି(௫ିఓ)మ ଶఙమ⁄ , −∞ < 𝑥 < ∞ 

To calculate the expected normal frequencies we first 
find the standard normal variates corresponding to the 
lower limits of each of the class intevals, i.e., we 
compute 𝑧௜ =  (𝑥௜

ᇱ − 𝜇) 𝜎⁄ , where 𝑥௜
ᇱ is the lower limit 

of the 𝑖𝑡ℎ class interval. Then the areas under the 
normal curve to left of the ordinate at 𝑧 = 𝑧௜, say 
Φ(𝑧௜) = 𝑃(𝑍 ≤ 𝑧௜) are computed from the tables. 
Finally, the areas for the successive class intervals are 
obtained by subtraction, viz., Φ(𝑧௜ + 1) − Φ(𝑧௜), (𝑖 =
1,2, … … . . ) and on multiplying these areas by 𝑁, We 
get the expected normal frequencies. 
 
 

8.4 .CENTRAL LIMIT THEOREM:- 
 
The central limit theorem ranks high amongst the most 

important discoveries in the field of mathematics over the 
last three hundred years. This theorem provided a basis for 
approximation that turned the question of reaction into the 
art of prediction.The most basic form of the result is as 
follows; when we have a large number of independent 
random variables, the central limit theorem helps calculate 
how probable a certain deviation is away from the sum of 
said random variables in simple words “If a large random 
sample is taken from any distribution with mean 𝜇 and 
variance 𝜎ଶ , regardless of whether this distribution is 
discrete or continuous, then the distribution of the sample 
mean will tend to a normal distribution with mean 𝜇and 
variance 𝜎ଶ 𝑛⁄ .” 
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If 𝑋௜(𝑖 = 1,2, … . . , 𝑛) be independent random variables 
such that 𝐸(𝑋௜) = 𝜇௜ and 𝑉(𝑋௜) = 𝜎௜

ଶ, then under certain 
very general conditions, the random variable 𝑆௡ = 𝑋ଵ +
𝑋ଶ + ⋯ 𝑋௡, is asymptotically normal with mean 𝜇 and 
standard deviation 𝜎 where  

𝜇 = ෍ 𝜇௜𝑎𝑛𝑑 𝜎ଶ = ෍ 𝜎௜
ଶ

௡

௜ୀଵ

௡

௜ୀ௔

… … … … … … … (𝟖. 𝟒. 𝟏) 

 

8.4.1. DE-MOIVRE’S LAPLACE THEOREM:- 

 
A particular case of central limit theorem is De-

Moivre’s theorem which states as follows: 

“If 𝑋௜ = ൜
1, 𝑤𝑖𝑡ℎ 𝑝𝑟𝑜𝑏𝑎𝑏𝑖𝑙𝑖𝑡𝑦 𝑝
0, 𝑤𝑖𝑡ℎ 𝑝𝑟𝑜𝑏𝑎𝑏𝑖𝑙𝑖𝑡𝑦 𝑞

  

Then the distribution of the random variable 𝑆௡ = 𝑋ଵ +
𝑋ଶ+. . +𝑋௡, where 𝑋௜′𝑠 are independent, is asymptotically 
normal as 𝑛 ⟶ ∞. "…………………….(8.4.2) 
Proof.Moment generating function of 𝑋௜ is given by : 
𝑀௑೔

(𝑡) = 𝐸(𝑒௧௑) = 𝑒௧.ଵ𝑝 + 𝑒௧.଴ = (𝑞 +

𝑝𝑒௧)……………………………..(8.4.3) 
M.G.F. of the sum 𝑆௡ = 𝑋ଵ + 𝑋ଶ + ⋯ 𝑋௡,is given by 

𝑀ௌ೙
(𝑡) = 𝑀௑భା௑మା⋯௑೙

(𝑡) = 𝑀௑భ
(𝑡). 𝑀௑మ

(𝑡) … . . 𝑀௑೙
(𝑡)

= ൣ𝑀௑భ
(𝑡)൧

௡
 

(Since 𝑋௜′𝑠 are independent and identically distributed.) 
By using (8.4.3)  𝑀ௌ೙

(𝑡) = [(𝑞 + 𝑝𝑒௧)]௡, 
which is the moment generating function of a binomial 
variate with parameters 𝑛  and 𝑝. 
Hence by uniqueness theorem of 𝑚. 𝑔, 𝑓ᇱ𝑠, 𝑆௡~𝐵(𝑛, 𝑝). 
Therefore 𝐸(𝑆௡) = 𝑛𝑝 = 𝜇, & 𝑉(𝑆௡) = 𝑛𝑝𝑞 = 𝜎ଶ, 

Let 𝑍 =  
௦೙షா(ௌ೙)

ඥ௏(ௌ೙)
=

ௌ೙ିఓ

ఙ
. 

𝑀௓(𝑡) = 𝑒ିఓ(௧ ఙ)⁄ 𝑀௦೙
(𝑡 𝜎⁄ ) = 𝑒ି௡௣௧ √௡௣௤⁄ ൣ𝑞 +

𝑝𝑒௧ ඥ𝑛𝑝𝑞ൗ ൧
௡

[from (8.4.3)] 

= ൤1 +
௧మ

ଶ௡
+ 𝑂 ቀ𝑛ି

య

మቁ
௡

൨, 

Where 𝑂 ቀ𝑛ି
య

మቁ represents terms involving 𝑛ଷ ଶ⁄  and higher 

power of 𝑛 in the denominator. 
Proceeding to the limits as  𝑛 ⟶ ∞, we get 

lim
௡⟶ஶ

𝑀௓(𝑡)

=  lim
௡⟶ஶ

ቈ1 +
𝑡ଶ

2𝑛
+ 𝑂൫𝑛ିଷ ଶ⁄ ൯቉

௡

= lim
௡⟶ஶ

ቈ1 +
𝑡ଶ

2𝑛
቉

௡

= 𝑒
௧మ

ଶൗ , 
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Which is the moment generating function of a standard 
normal variate. Hence by uniqueness theorem of M.G.F’s, 

𝑍 =  
ௌ೙ିఓ

ఙ
 is asymptotically 𝑁(0,1). Hence 𝑆௡ = 𝑋ଵ +

𝑋ଶ + ⋯ 𝑋௡is asymptotically 𝑁(𝜇, 𝜎ଶ) as 𝑛 ⟶ ∞. 
 

 Binomial distribution tends to normal distribution 
as 𝑛 ⟶ ∞. 
 

 Convergence in Distribution or Law. Let {𝑋௡} be 
sequence of random variables and  {𝐹௡} be the 
corresponding sequence of distribution functions. 
It means that 𝑋௡ converges in distribution to 𝑋 if 
there exists a random variable 𝑋 with distribution 𝐹 
such that as 𝑛 ⟶ ∞, 𝐹௡(𝑥) ⟶ 𝐹(𝑥) at every point 
𝑥 at which 𝐹 is continuous. 

 

8.5.SOLVED EXAMPLE:- 

 
Example.8.5.1A sample of 100 dry battery cell tested to 
find the length of life produced the following results : 

𝑥̅ = 12 hours, σ = 3 hours. 
Assuming the data to be normally distributed, what 
percentage of battery cells are expected to have life 

a) More than15 hours 
b)  less than 6 hours  
c) between 10 and 14 hours.? 

 
Solution.Here x denotes the length of life of dry battery 
cells. 

Also                 z =  
௫ି௫̅

ఙ
  = 

௫ିଵଶ

ଷ
 

a) When x = 15, z = 1                                                                        
                 P(x>15) =  P(z > 1)                                                     

 
Fig.8.5.1 

=  P( 0 < z < ∞ ) - P( 0 < z < 1 ) 
               = 0.5 – 0.3413 = 0.1587 = 15.87%. 
b) When x = 6,  z = -2 
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                 P( x< 6 ) = P( z < -2 )             

 
Fig.8.5.2 

                =  p( z > 2 ) = P( 0 < z < ∞ ) - P( 0 < z < 2 ) 
                = 0.5 – 0.4772 = 0.0228 = 2.28%. 

c) When x = 10, z = -  
ଶ

ଷ
= -0.67 

When x = 10, z =   
ଶ

ଷ
= 0.67 

 

 
 

Fig.8.5.3 
  
𝑃( 10 <  𝑥 <  14 ) =  𝑃( −0.67 <  𝑧 <  0.67 ) 

=  2 𝑃( 0 <  𝑥 <  𝑜. 67 ) =  2 ×  0.2485   =  0.4970
=  49.70%. 

 
Example.8.5.2 In a sample of 1000 cases, the mean of a 
certain test is 14 and S.D. is 2.5. Assuming the distribution 
to be normal, find 

i How many students score between 12 and 15 ? 
ii How many score above 18 ? 

iii How many score below 8 ? 
iv How many score 16 ? 

 
 

Solution. (i)                  z1 = 
௫భି µ

ఙ
  = 

ଵଶିଵସ

ଶ.ହ
 = -0.8 

                             z2 = 
௫మି µ

ఙ
  = 

ଵହିଵସ

ଶ.ହ
 = 0.4 

Area lying between -0.8 and 0.4 
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                  = area between 0 to 0.8 + area between 0 to 0.4
                                          
Required no. of students = 1000 × 0.4435 = 444 (app.)

(ii)                        z =  

        Area right to 1.6 = 0.5 
0.5 – 0.4452 = 0.0548
Required no. of students = 1000 × 0.0
(app.) 

(iii) z =  
଼ିଵସ

ଶ.ହ
 

        Area left  to 
0.5 – 0.4918 = 0.0082
Required no. of students = 1000 × 0.0082 = 8.2 = 8 (app.)

(iv)z1 = 
௫భି µ

ఙ
  

                         

Area between 0.6 and 1 = 0.3413 
Required no. of students = 1000 × 0.1156 = 115.6 = 116 
(app.) 
 
Example8.5.3 
inches with a variance of 10.8 inches with a 
10.8 inches square. How many soldiers in a regiment of 
1,000 would you expect to be over 6 feet tall, given that the 
area under the standard normal curve between z = 0 and z 
= 0.35 is 0.1368 and between z = 0 and z = 1.15 is 0.3746.
 
Solution.  X = 6 feets = 72 inches

                                          

P( x> 72 ) = P( x > 1.15 ) = p( 0 
                   = 0.5 
Expected no. of soldiers = 1000 × 0.1254 = 125.4 = 125 
(app.) 
 
Example8.5.4
distributed with a mean 65.5’’ and S.D. of 6.2’’. find the 
percentage of measurements that fall between 54.8’’ and 
68.8’’. 
 
Solution.Mean µ = 65.5 inches, S.D. σ 6.2 inches
x1 = 54.8 inches, x
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= area between 0 to 0.8 + area between 0 to 0.4 
                                               = 0.2881 + 0.1554 = 0.4435 
Required no. of students = 1000 × 0.4435 = 444 (app.) 

(ii)                        z =  
ଵ଼ିଵସ

ଶ.ହ
 = 1.6 

Area right to 1.6 = 0.5 – ( area between 0 and 1.6 ) = 
0.4452 = 0.0548 

Required no. of students = 1000 × 0.0548 = 54.8 = 55 

 = -2.4 

Area left  to -2.4 = 0.5 – ( area between 0 and 2.4 ) = 
0.4918 = 0.0082 

Required no. of students = 1000 × 0.0082 = 8.2 = 8 (app.) 

  = 
ଵହ.ହିଵସ

ଶ.ହ
 = 0.6 

                             z1 = 
௫మି µ

ఙ
  = 

ଵ଺.ହିଵସ

ଶ.ହ
 = 1 

Area between 0.6 and 1 = 0.3413 – 0.2257 = 0.1156 
Required no. of students = 1000 × 0.1156 = 115.6 = 116 

Example8.5.3 Assume mean height of soldiers to be 68.22 
inches with a variance of 10.8 inches with a variance of 
10.8 inches square. How many soldiers in a regiment of 
1,000 would you expect to be over 6 feet tall, given that the 
area under the standard normal curve between z = 0 and z 
= 0.35 is 0.1368 and between z = 0 and z = 1.15 is 0.3746. 

X = 6 feets = 72 inches 

                                          Z = 
௫ି µ

ఙ
 = 

଻ଷି଺଼.ଶଶ

√ଵ଴.଼
 = 1.15 

P( x> 72 ) = P( x > 1.15 ) = p( 0 ≤ z ≤ 1.15 ) 
= 0.5 – 0.3746 =  0.1254 

Expected no. of soldiers = 1000 × 0.1254 = 125.4 = 125 

Example8.5.4A largenumber of measurement is normally 
distributed with a mean 65.5’’ and S.D. of 6.2’’. find the 
percentage of measurements that fall between 54.8’’ and 

Mean µ = 65.5 inches, S.D. σ 6.2 inches 
= 54.8 inches, x2 = 68.8 inchesf 

 
Fig.8.5.4 

𝑓(𝑧) 
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 z1 = 
௫భି µ

ఙ
 = 

ହସ.଼ି଺ହ.ହ

଺.ଶ
 = - 1.73 and z2 = 

௫మି µ

ఙ
 = 

଺଼.଼ି଺ .ହ

଺.ଶ
 = 

0.53  now , P( -1.73 ≤ x ≤ 0.53 ) = P( -1.73 ≤ x ≤ 0 ) + P( 0 
≤ x ≤ 0.53 ). 
 = P( 0 ≤ x ≤ -1.73 ) + P( 0 ≤ x ≤ 0.53 ) 
   = 0.4582 + 0.2019 = 0.6601                  ( By table) 
   Required percentage of measurements = 66.01%.  
 
Example8.5.5  A manufacturer knows from experience 
that the resistance of resistors he produces is normal with 
mean µ = 100 ohms and standard deviation σ = 2 ohms. 
What percentage of resistors will have resistance between 
98 ohms and 102 ohms? 
 
Solution.µ = 100 Ω,   σ = 2 Ω     x1 = 98 Ω        x2 = 102 Ω 
 

 
Fig.8.5.5 

 

                           z1 = 
௫భି µ

ఙ
 = 

ଽ଼ ି ଵ଴଴

ଶ
 = -1  

and        z2 = 
௫మି µ

ఙ
 = 

ଵ଴ଶ ି ଵ଴଴

ଶ
 = 1 

Now, P( 98 < x < 102 ) = P( -1 < z < 1 ) 
                                        = P( -1 ≤ z ≤ 0 ) + P( 0 ≤ z ≤ 1) 
                                        = P( 0 ≤ z ≤ 1 ) + P( 0 ≤ z ≤ 1) 
                                        = 0.3413 + 0.3413 = 0. 6826 
Percentage of resistors having resistance between 98 Ω and 
102 Ω = 68.26%.  
 
Example 8.5.6. In a normal distribution, 31% of the items 
are under 45% and 8% are over 64.Find the mean and 
standard deviation of the distribution. It is given that if    

f(t) = 
ଵ

√ଶగ
∫ 𝑒ି

ೣమ

మ
௧

଴
 dx then f( 0.5 ) = 0.19 and f ( 1.4 ) = 0.42. 

 
Solution.Let µ and σ be the mean and S.D. respectively. 
31% of the items are under 45. 
⇒ Area to the left of the ordinate x = 45 is 0.31 

𝑓(𝑧) 

z 
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Fig.8.5.6 

 
When x = 45, let z = z1 
P ( z1< z < 0 ) = 0.5 – 0.31 = 0.19 
From the tables, the value of z corresponding to this area is 
0.5 
∴   z1 = - 0.5 [ z1< 0 ] 
When x = 64,      let z = z2 
                         P ( z1< z < 0 ) = 0.5 – 0.08 = 0.42 
From the tables, the value of z corresponding to this area is 
1.4. 
∴                       z2 = 1.4 
Since                 z = = 

୶ି µ

ఙ
 

                          -0.5 = = 
ସହି µ

ఙ
 and 1.4 = = 

଺ସି µ

ఙ
 

⇒    45 - µ = - 0.5σ           ……..(1) 
and                                   
 64 - µ =  1.4σ                   …………(2) 
 Subtracting              -19 = -1.9σ            ∴ σ = 10  
   From (1),       45 - µ = -0.5 × 10 = -5             ∴ µ = 50. 
 
Example8.5.7 The life of army shoes is normally 
distributed with mean 8 months and standard deviation 2 
months. If 5000 pairs are insured, how many pairs would 
be expected to need replacement after 12 months?   [ Given 
that P(z ≥ 2) =  0.0228 and z = = 

୶ି µ

ఙ
 ]. 

 
Solution. Mean (µ) = 8,                S.D. (σ) = 2 
Number of pairs of shoes = 5000,          Total months (x) = 
12 

When x = 12,           z  =
୶ି µ

ఙ
  = 

ଵଶ ି ଼

ଶ
 = 2 

            Area ( z≥ 2 ) = 0.0228 
Number of pairs whose life is more than 12 months = 5000 
– 114 = 4886. 
 
Example8.5.8 The mean inside diameter of a sample of 
200 washers produced by a machine is 0.502 cm and 
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standard deviation is 0.005 cm. the purpose for which these 
washers are intended allows a minimum tolerance in the 
diameter of 0.496 to 0.508 cm, otherwise the washers are 
considered defective. Determine the percentage of 
defective washers produced by the machine. Assume the 
diameters are normally distributed. 
 
Solution.  Given, Mean µ = 0.502 cm,      S.D. σ = 0.005 
cm,       x1 = 0.496 cm,    x2 = 0.508. 

Now,                 z1 = 
௫భି µ

ఙ
 = 

଴.ସଽ଺ ି ଴.ହ଴ଶ

଴.଴଴ହ
 = -1.2 

and        z2 = 
௫మି µ

ఙ
 = 

଴.ହ଴଼ ି ଴.ହ଴ଶ

଴.଴଴ହ
 = 1.2 

 

 
Area for non-defective washers 
                                        = P(-1.2 ≤ z ≤ 1.2) 
                                        = P(-1.2 ≤ z ≤ 0) + P(0 ≤ z ≤ 1.2) 
                                        = P(0 ≤ z ≤ 1.2) + P(0 ≤ z ≤ 1.2) 
                                        = 0.3849 + 0.3849 
                                        = 0.7698 
                                        = 76.98%. 
∴  Percentage of defective washers = 100 – 76.98 
                                                                = 23.02%. 
 
Example8.5.9  Assuming that the diameters of 1000 brass 
plugs taken consecutively from a machine, from a normal 
distribution with mean 0.7515 cm and standard deviation 
0.002 cm, how many of the plugs are likely to be rejected if 
the approved diameter is 0.752 ± 0.004 cm. 
 
Solution.Tolerance limits of the diameter of non-defective 
plugs are 
0.752 – 0.004 = 0.748 cm.and 0.752 + 0.004 = 0.756 cm. 
Standard normal variable,     z  =

୶ି µ

ఙ
 

If       x1 = 0.748,      z1  =
଴.଻ସ଼ ି ି଴.଻ହଵହ

଴.଴଴ଶ
   = -1.75 

If       x2 = 0.756,      z2  =
଴.଻ହ଺ ି ଴.଻ହଵହ

଴.଴଴ଶ
   = 2.25 

Area from (z1 = - 1.75) to (z2 = 2.25) 

-1.2 1.2 Z 

f(z) 

O 

Fig.8.5.7 
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  = P(-1.75 ≤ z ≤ 2.25) = P(-1.75 ≤ z ≤ 0) + P(0 ≤ z ≤ 2.25) 
    = P(0 ≤ z ≤ 1.75) + P(0 ≤ z ≤ 2.25) 
    = 0.4599 + 0.4878 = 0.9477 
Number of plugs which are likely to be rejected = 1000 × 
(1 – 0.9477)   = 1000 × 0.523 = 52.3 
Hence approximately 52 plugs are likely to be rejected. 
 
Example.8.5.10 If the height of 300 students are normally 
distributed with mean 64.5 inches and Standard deviation 
3.3 inches, find the height below which 99% of the 
students lie. 
 
Solution. Mean µ = 0.502 inches,      S.D. σ = 0.005 inches 

Area between 0 and 
୶ି ଺ସ.ହ

ଷ.ଷ
  = 0.99 – 0.5 = 0.49 

From the table, for the area 0.49, z = 2.327 
The corresponding value of x is given by  
୶ି ଺ସ.ସ

ଷ.ଷ
  = 2.327 

⇒                                      x – 64.5 = 7.68 
⇒                                      x = 7.68 + 64.5 = 72.18 inches. 
Hence 99% students are of height less than 6 ft. 0.18 
inches. 
 
Example.8.5.11 The income of a group of 10,000 persons 
was found to be normally distributed with mean Rs. 750 
and standard deviation of Rs. 50. Show that, of this group, 
about 95% had income exceeding Rs. 668 and only 5% had 
income exceeding Rs. 832. Also find the lowest income 
among the richest 100. 
 
Solution.Given              µ = 750,               σ = 50 
Standard normal variable, z  =

୶ି µ

ఙ
 

i If x1 = 668, z1  = 
௫భି µ

ఙ
  =  

଺଺଼ ି ଻ହ଴

ହ଴
 = -1.64 

P(x1> 668) = P(z1> - 1.64) 
                    = 0.5 + P(-1.64 ≤ z ≤ 0) 
                    = 0.5 + P(0 ≤ z ≤ 1.64) 
                    = 0.5 + 0.4495 
                    = 0.9495 
∴ Required percentage of persons having income 
exceeding Rs. 668    = 94.95% = 95%  (approx.) 
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ii.   If x1 = 832, z1  =

௫మି µ

ఙ
  =  

଼ି ଻ହ଴

ହ଴
 = -1.64 

P(x1> 832) = P(z2> 1.64) 
                    = 0.5 - P(0 ≤ z ≤ 1.64) 
                    = 0.5 - 0.4495 
                    = 0.0505  
∴ Required percentage of persons having income 
exceeding Rs. 832                 = 5.05% = 5%  (approx.) 
 

 
 

iii. let x be the lowest income among the richest 100 persons 
i.e., 1% of 10,000.Thus, area between o and z = 0.49 ( see 
figure) by Normal distribution table, 
                              Z = 2.33 
Thus,                  

୶ି µ

ఙ
   = 2.33 

⇒
୶ି ଻ହ଴

ହ଴
 = 2.33 

⇒                        x = 866.5 
 

𝑧ଶ = 1.64 

𝑓(𝑧) 

Fig 8.5.12 

Fig 8.5.11 

z 

𝑓(𝑧) 

𝑧ଵ = −1.64 
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Hence Rs. 866.5 is the minimum income among the richest 
100 persons. 
 
Example.8.5.12 255 mental rods were cut roughly 6 inches 
over size. Finally the lengths of the over size amount, were 
measured exactly and grouped with 1 inch intervals, there 

being in all 12 groups 
ଵ

ଶ
 ‘’, -1

ଵ

ଶ
 ‘’ , 1

ଵ

ଶ
 ‘’, -2

ଵ

ଶ
 ‘’, …… , 

11
ଵ

ଶ
 ′′, -12

ଵ

ଶ
’’. 

 
The frequency distribution for the 255 lengths was as 
follows: 
 
Length(inc
hes) 
Central 
value 

1 2 3 4 5 6 7 8 9 1
0 

1
1 

1
2 

Frequency 2 1
0 

1
9 

2
5 

4
0 

4
4 

4
1 

2
8 

2
5 

1
5 

5 1 

 
Fit a normal curve to this data. 
 
Solution.The equation of the normal curve for N 
observation is 
 

x f u = x – 6 fu fu2 
1 2 -5 -10 50 
2 10 -4 -40 160 
3 19 -3 -57 171 
4 25 -2 -50 100 
5 40 -1 -40 40 
6 44 0 0 0 
7 41 1 41 41 
8 28 2 56 112 

Fig 8.5.13 𝑧 

𝑓(𝑧) 
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9 25 3 75 225 
10 15 4 60 240 
11 5 5 25 125 
12 1 6 6 36 
Total 255  66 1300 

 

Mean,    µ =  𝛼 +  
∑௙௨

∑௙
 = 6 + 

଺଺

ଶହହ
 = 6.259 

Variance,  𝜎ଶ = 
∑௙௨మ

∑௙
 = ቀ

∑௙௨

∑௙
ቁ

ଶ

 = 
ଵଷ଴଴

ଶଶହ
 - ቀ

଺଺

ଶହହ
ቁ

ଶ

 = 5.031 

∴ 𝜎 = 2.243 
Thus, we have N = 255,      Mean, µ = 6.259’’ ,   S.D.   𝜎 = 
2.243’’ 
Hence the fitted curve is 

Y = 
ଶହହ

ଶ.ଶସଷ√ଶగ
𝑒

ି
 భ

మ
ቀ

ೣషల.మఱవ

మ.మరయ
ቁ

మ

      From (1) 

    = 
ଵଵଷ.଺଼

√ଶగ
𝑒ି଴.଴଴ଽ(௫ି଺.ଶହଽ)మ

. 

 
Example.8.5.13 Show that the area under the normal curve 
is unity. 
 
Solution.Area under the normal curve is given by 

 A = ∫
ଵ

ఙ√ଶగ

ஶ

ିஶ
𝑒

ି
(ೣష µ)మ

మ഑మ  dx 

Put 
୶ି µ

ఙ
 = z       so dx = 𝜎 𝑑𝑧 

∴ A = ∫
ଵ

ఙ√ଶగ

ஶ

ିஶ
𝑒ି

೥మ

మ  (𝜎dz)  =
√ଶ

√గ
∫ 𝑒ି

೥మ

మ
ஶ

଴
 dz 

Now, A . A = A2 = ( 
√ଶ

√గ
∫ 𝑒ି

ೣమ

మ
ஶ

଴
dz ) ( 

√ଶ

√గ
∫ 𝑒ି

ೣమ

మ
ஶ

଴
 dz ) 

                    = 
ଶ

గ
∫ ∫ 𝑒

ି൬
ೣమశ೤మ    

మ
൰ஶ

଴

ஶ

଴
dx dy    ( where x and y 

are dummy variables ) 
Put x = r cos𝜃 , 𝑦 = 𝑟 𝑠𝑖𝑛𝜃 so that J = r changing to polar 
coordinates, 

𝐴ଶ = 
ଶ

గ
∫ ∫ 𝑒ି

ೝమ

మ
ஶ

଴
 r dr dθ

గ/ଶ

଴
 = ∫ 𝑒ି

ೝమ

మ
ஶ

଴
d(

௥మ

ଶ
 ) = 1 

∴ 𝐴 = 𝐴𝑟𝑒𝑎 𝑢𝑛𝑑𝑒𝑟 𝑡ℎ𝑒 𝑛𝑜𝑟𝑚𝑎𝑙 𝑐𝑢𝑟𝑣𝑒 = 1  
 
Example.8.5.14 Prove that for normal distribution, the 

mean deviation from the mean equals to 
ସ

ହ
  of the standard 

deviation approximately. 
 
Solution.Let µ 𝑎𝑛𝑑 𝜎 𝑏𝑒 the mean and standard deviation 
of the normal distribution. Then by definition,  
Mean deviation from the mean  
                           = ∫ | 𝑥 −  𝜇 |

ஶ

ିஶ
 f(x) dx 

                        = 
ଵ

ఙ √ଶగ
∫ | 𝑥 −  𝜇 |

ஶ

ିஶ
𝑒

ି
(ೣష µ)మ

మ഑మ  dx 
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                        = 
ଵ

ఙ √ଶగ
∫ 𝜎| 𝑧 |

ஶ

ିஶ
𝑒ି

భ

మ
௭మ

𝜎 𝑑𝑧 

                        = 𝜎 ට
ଶ

గ
∫ 𝜎 

ஶ

଴
𝑒ି

భ

మ
௭మ

 𝑑𝑧 

                        = 𝜎 ට
ଶ

గ
[ -𝑒ି

భ

మ
௭మ

 ] = ට
ଶ

గ
 𝜎 = 0.7979 𝜎 = 0.8    

                    𝜎 =  
ସ

ହ
𝜎 . 

CHECK YOUR PROGRESS 

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

8.6.SUMMARY:- 
 
Present  unit is an explanation of continuous probability 
distribution andcentral limit theorem. In continuous 
probability distribution our main target is Normal 
distribution. In normal distribution we have discussed 
aboutLimiting Form of Binomial Distribution, Normal 
Probability Curve, Properties of Normal Distribution, Area 
property, Importance of Normal Distribution and Fitting of 
Normal Distribution. In central limit theorem we have 
discussed about   De-Moivre’s Laplace Theorem. 
 
 

Fill in the blank 
Q.1 The normal distribution is ………. Distribution. 
Q.2 The normal distribution is symmetrical about its ………. 
Q.3 The mean, mode and median of the normal distribution are ………. 
True\false  
Q.4 The total area under the normal curve above the x – axis is 1. 
Q.5 The probability density function for the normal distribution in standard 

form is     f(z) = 
ଵ

√ଶగ
𝑒ି  ௭మ

మ
భ

. 

Q.6 If Z is a standard normal variable, probabilities P(z< 1.2) is 0.8849. 
Q.7 The graph of the normal distribution is called the linear curve. 
Objective questions 
Q.8 The marks X obtained in Mathematics by 1000 students are normally 
distributed with mean 78% and standard deviation 11%, then how many 
students got marks above 90%  
(a) 128                   (b) 138                       (c) 148                (d) None  
Q.9 De Moivre made the discovery of the normal distribution in year 
(a) 1733                 (b) 1800                     (c) 1900              (d) 2000 
Q.10 The graph of normal distribution is bell-shapped and symmetrical 
about the  
(a) mean µ               (b) variance 𝜎         (c) S.D.                 (d) y – axis 
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8.7. GLOSSARY:- 
 

i Mean 
ii Variance 

iii Probability Density Function 
iv Moments 
v Mathematical expectation 

vi Moment generating function. 
vii Random variable 
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8.10. TERMINAL QUESTIONS :- 
 
TQ1.The mean yield for one – acre plot is 662 𝑘𝑖𝑙𝑜𝑠 
with a𝑠. 𝑑. 32 𝑘𝑖𝑙𝑜𝑠. Assuming normal distribution, how 
many one-acre plots in a batch of 1,000 plots would 
you except to have yield 
(𝑖)𝑜𝑣𝑒𝑟 700 𝑘𝑖𝑙𝑜𝑠, (𝑖𝑖)𝑏𝑒𝑙𝑜𝑤 650 𝑘𝑖𝑙𝑜𝑠, 𝑎𝑛𝑑 (𝑖𝑖𝑖)what 
is the lowest yield of the best 100 plots? 
 
TQ2.There are six hundred Economics learners in the 
post-graduate classes of a university, and the probability 
for any learner to need a copy of a particular book from 
the university library on any day is 0.05. How many 
copies of the book should be kept in the university 
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library so that the probability may be greater than 0.90 
that none of the learners needing a copy from the library 
has to come back disappointed ? (Use nomal 
approximation to the binomial distribution? 
 
TQ3.(i) If logଵ଴ 𝑋 is normally distributed with meant 

              4  and variance 4, find  the probability of 1.202 < 𝑋 <
           83180000.(Given        logଵ଴ 1202 =  3.08, logଵ଴ 8318 =
            3.92). 

(ii)logଵ଴ 𝑋is normally distributed with mean7and    
variance 3, logଵ଴ 𝑌 is normally distributed with 3   and  
variance unity. If the distributions of 𝑋 and 𝑌 
are independent, find the probability of 1.202 <

               (𝑋 𝑌⁄ ) < 83180000.(Given               logଵ଴ 1202 =
             3.08, logଵ଴ 8318 = 3.92). 

 
 
TQ4.In a distribution exactly normal, 10.03% of the    
items are under 25 Kilogram weight and 89.97% of the  
items are under 70 kilogram weight. What are the mean  
and standard deviation of the distribution? 
  

8.11.ANSWERS:- 
 
Answer of Check your progress Questions:-  
 
CHQ.1 Continuous                   
CHQ.2 Mean                     
CHQ.3 Coincide            
CHQ.4 True 
CHQ.5True  
CHQ.6True 
CHQ.7  False 
CHQ.8 (b)          
CHQ.9(a)     
CHQ.10( a) 
 
Answer of Terminal Questions:-  
 
TQ1: (i)0.1170 (ii)352 (iii)702.96. 
TQ2: 37 copies of the book. 
TQ3: (i) Required probability = 0.9500 (ii) Required  
          probability = 0.95 
TQ4: Mean is47.5 kilogram and standard deviation is        

                         17.578 kilogram 
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BLOCK -III 
CORRELATION& REGRESSION 
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UNIT 9:-CORRELATION 
 
CONTENTS: 
 
9.1. Introduction 
9.2. Objectives 
9.3. Bivariate distribution and Correlation 
9.4.  Correlation coefficient 
9.5. Correlation Coefficient for a bivariate frequency 

distribution 
9.6.  Rank Correlation 
9.7 . Solved Examples 
9.8 . Summary 
9.9 . Glossary 
9.10. References  
9.11. Suggested Readings 
9.12 . Terminal Questions  
9.13 . Answers  
 

9.1. INTRODUCTION:- 
 

Till now we have studied various statistical measure for 
univariate data. In this unit we will study the bivariate data. Suppose 
for a bivariate data, we want to search a connection between given 
data, then we try to see these data are correlated are not. In statistics 
there is mathematical computative technique,  which serve our 
purpose. This technique is known as correlation. In this unit we have 
defined about Bivariate distribution and Correlation, Correlation 
coefficient, Correlation Coefficient for a bivariate frequency 
distribution and Rank Correlation. 
 

9.2. OBJECTIVES:- 
 
After studying this unit learner will be able to: 

1. Analyse the correlation between two variables. 
2. Compute the correlation coefficient. 
3. Evaluate the rank correlation. 
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9.3. BIVARIATE DISTRIBUTION & 
CORRELATION:- 
 
 In a bivariate distribution we may be interested to find out if 
there is any correlation or covariation between the two variables under 
study. If the change in one variable affects a change in the other 
variable, the variables are said to be correlated. If the two variables 
deviate in the same direction, 𝑖. 𝑒 .,  after the increasing or decreasing 
the value of one variable gives increase or decrease respectively in the 
value of second variable, then correlation is said to be direct or 
positive. But if they constantly deviate in the opposite directions, 𝑖. 𝑒 .,  
if increase (or decrease) in one variable results in corresponding 
decrease (or increase) in the other variable, correlation is said to be 
diverse of negative.   
 
Example Consider the following bivariate conditions: 
 

i. the heights and weights of a group of persons  
ii. the income and expenditure   
iii. price and demand of a commodity 
iv. the volume and pressure of a perfect gas  

 
In above four scenario, (𝒊) and (𝒊𝒊) are positive correlated and (𝒊𝒊𝒊) & 
(𝒊𝒗) are negatively correlated. 
  
Scatter Diagram. Consider a bivariate distribution (𝑥௜ , 𝑦௜);  𝑖 =
 1, 2, . . . , 𝑛.  Its scatter diagram is representing these points in 𝑋 − 𝑌 
plane. It is the simplest way of the diagrammatic representation of 
bivariate data. The values of the variables 𝑋 and  𝑌 be plotted along the 
𝑥-axis and 𝑦-axis respectively. After that we mark each 
entries(𝑥௜ , 𝑦௜);  𝑖 =  1, 2, . . . , 𝑛 in this 𝑋 − 𝑌 plane. The diagram of 
dots so obtained is known as scatter diagram. From the scatter 
diagram, we can form a fairly good, idea whether the variables are 
correlated or not, e.g..if the points are very dense 𝑖. 𝑒 ., very close to 
each other, we should expect a fairly good amount of correlation 
between the variables and if the points are widely scattered, a poor 
correlation is expected. This method however is not suitable if the 
number of observations is fairly large. 
  

9.4.CORRELATION COEFFICIENT:- 
 
KARL PEARSON’S COEFFICIENT OF CORRELATION. To 
measure the correlation between the variables in Karl Pearson (1867-
1936) gives a formula called Correlation Coefficient.  
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 Correlation coefficient between two random variables 𝑋and  𝑌, 
usually denoted by 𝑟(𝑋 𝑌) or simply𝑟௫௬, is a numerical measure of 
linear relationship between them and is defined as  

𝑟(𝑋, 𝑌) =
Cov(𝑋, 𝑌)

𝜎௫𝜎௬
 

If (𝑥௜ , 𝑦௜);  𝑖 =  1, 2, . . . , 𝑛  is the bivariate distribution, then  
Cov(𝑋, 𝑌) = 𝐸[{𝑋 − 𝐸(𝑋)}  {(𝑌 − 𝐸(𝑌)}] 

=
1

𝑛
  ∑(𝑥௜ − 𝑥̅)(𝑦௜ − 𝑦ത) = 𝜇ଵଵ 

𝜎௫
ଶ = 𝐸{𝑋 − 𝐸(𝑋)}ଶ =

1

𝑛
  ∑(𝑥௜ − 𝑥̅)ଶ 

𝜎௬
ଶ = 𝐸{𝑌 − 𝐸(𝑌)}ଶ =

1

𝑛
  ∑(𝑦௜ − 𝑦ത)ଶ 

The summation extending over 𝑖 from 1 to 𝑛. Another convenient form 

for computational work is as follows: Cov(𝑋, 𝑌) =
ଵ

௡
∑(𝑥௜ − 𝑥̅)(𝑦௜ −

𝑦ത) =
ଵ

௡
(𝑥௜𝑦௜ − 𝑥௜𝑦ത − 𝑥̅𝑦௜ + 𝑥̅𝑦ത) =

ଵ

௡
∑𝑥௜𝑦௜ − 𝑦ത

ଵ

௡
∑𝑥௜ − 𝑥̅

ଵ

௡
∑𝑦௜ + 𝑥̅𝑦ത 

Cov(𝑋, 𝑌) =
ଵ

௡
𝑥௜𝑦௜ − 𝑥̅𝑦ത, 𝜎௫

ଶ =
ଵ

௡
∑𝑥௜

ଶ − 𝑥̅ଶ and    𝜎௬
ଶ =

ଵ

௡
∑ 𝑦௜

ଶ𝑦തଶ 

 
REMARKS  9.4.1 
 
(i)  It may be noted that 𝑟(𝑋, 𝑌 )  provides a measure of linear 
relationship between 𝑋 and 𝑌.For nonlinear relationship, however, it is 
not very suitable. 
(ii)  Sometimes, we write Cov(𝑋, 𝑌) = 𝜎௫𝜎௬ . 
(iii)   Karl Pearson’s correlation coefficient is also called product 
moment correlation coefficient, since. Cov(𝑋, 𝑌) = 𝐸[{𝑋 −
𝐸(𝑋)}{(𝑌 − 𝐸(𝑌)}] = 𝜇ଵଵ. 
 
LIMITS FOR CORRELATION COEFFICIENT. 
We know that 

𝑟(𝑋, 𝑌) =  
Cov(𝑋, 𝑌)

𝜎௫𝜎௬
=

1
𝑛

∑(𝑥௜ − 𝑥̅)(𝑦௜ − 𝑦ത)

ቂ
1
𝑛

∑(𝑥௜ − 𝑥̅)ଶ .  
1
𝑛

∑(𝑦௜ − 𝑦ത)ଶቃ
ଵ/ଶ

 

Squaring on both sides 

∴             𝑟ଶ(𝑋, 𝑌) =  
(∑𝑎௜𝑏௜)

ଶ

(∑𝑎௜)ଶ(∑𝑏௜)
ଶ

  ,          where  ൬
𝑎௜ = 𝑥௜ − 𝑥̅

𝑏௜ = 𝑦௜ − 𝑦ത
൰ 

In mathematics there is a Schwartz inequality which states that if 
𝑎௜ , 𝑏௜ ; 𝑖 = 1,2, … 𝑛 are real quantities then 

൭෍ 𝑎௜𝑏௜

௡

௜ୀଵ

൱

ଶ

≤  ൭෍ 𝑎௜
ଶ

௡

௜ୀଵ

൱ ൭෍ 𝑏௜
ଶ

௡

௜ୀଵ

൱ 

The sign of equality holding if and only if 
𝑎ଵ

𝑏ଵ
=

𝑎ଶ

𝑏ଶ
= ⋯ =

𝑎௡

𝑏௡
 

Using Schwartz inequality, we get  𝑟ଶ(𝑋, 𝑌) ≤ 1  𝑖. 𝑒. , |𝑟(𝑋, 𝑌)| ≤
1 ⟹  −1 ≤ 𝑟(𝑋, 𝑌) ≤ 1. 
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 Hence correlation coefficient cannot exceed unit numerical. It 
always lies between -1 and +1.  If 𝑟 =  +1,  the correlation is perect 
and positive and if 𝑟 = −1, correlation is perfect and negative. 
 
Theorem  9.4.1. Correlation coefficient is independent  of change of 
origin and scale. 
 

Proof.  Let  𝑈 =
௑ି௔

௛
, 𝑉 =

௒ି௕

௞
,  so that 𝑋 = 𝑎 + ℎ𝑈 and 𝑌 = 𝑏 = 𝑘𝑉. 

Where a, b, h, k are constants;  ℎ > 0, 𝑘 > 0. We shall prove that 
𝑟(𝑋, 𝑌) = 𝑟(𝑈, 𝑉). Since  𝑋 = 𝑎 + ℎ𝑈  and 𝑌 = 𝑏 + 𝑘𝑉, on taking 
expectations, we get 𝐸(𝑋) = 𝑎 + ℎ𝐸(𝑈)and  𝐸(𝑌) = 𝑏 + 𝑘𝐸(𝑉). 
Therefore 𝑋 − 𝐸(𝑋) =   ℎ[𝑈 − 𝐸(𝑈)]and  𝑌 − 𝐸(𝑌) = 𝑘[𝑉 − 𝐸(𝑉)] 
Hence,  Cov (𝑋, 𝑌) = 𝐸[{𝑋 − 𝐸(𝑋)}{𝑌 − 𝐸(𝑌)}] 

= 𝐸[ℎ{𝑈 − 𝐸(𝑈)}  {𝑘{𝑉 − 𝐸(𝑉)}] 
                    = ℎ𝑘 𝐸 [{𝑈 − 𝐸(𝑈)}{𝑉 − 𝐸(𝑉)}]

= ℎ𝑘  Cov(𝑈, 𝑉)        … … … … . (𝟗. 𝟒. 𝟏)   
and 𝜎௫

ଶ = 𝐸[{𝑋 − 𝐸(𝑋)}ଶ] = 𝐸[ℎଶ{𝑈 − 𝐸(𝑈)}ଶ] = ℎଶ𝜎௎
ଶ 

This implies that, 𝜎௫ = ℎ𝜎௎  , (ℎ > 0)      ….      … … (𝟗. 𝟒. 𝟐)   
Similarly, 
𝜎௒

ଶ = 𝐸[{𝑌 − 𝐸(𝑌)}ଶ] = 𝐸[𝑘ଶ{𝑉 − 𝐸(𝑉)}ଶ] = ℎଶ𝜎௏
ଶ 

𝜎௬ = ℎ𝜎௬  , (𝑘 > 0)   … … (𝟗. 𝟒. 𝟑)   
Substituting equations (9.4.1), (9.4.2) & (9.4.3) in formula of 𝑟(𝑋, 𝑌),  

we get 𝑟(𝑋, 𝑌) =
େ୭୴ (௑,௒)

ఙೣఙ೤
=

௛௞.  େ୭୴(௎,௏)

௛௞.ఙೆఙೇ
=

େ୭୴(௎,௏)

ఙೆఙೇ
=  𝑟(𝑈, 𝑉) 

 
 This theorem is of fundamental importance in the numerical 
computation of the correlation coefficient. 
 
Corollary. If X and Y are random variables and a, b, c, d are any 
 numbers provided only that a ≠ 0, c ≠ 0, then 

𝑟(𝑎𝑋 + 𝑏, 𝑐𝑌 + 𝑑) =
𝑎𝑐

| 𝑎𝑐 |
𝑟 (𝑋, 𝑌)  

Proof. With usual notations, we have 
Var(𝑎𝑋 + 𝑏) = 𝑎ଶ𝜎௫

ଶ  ;    Var(𝑐𝑌 + 𝑑) = 𝑐ଶ𝜎௬
ଶ 

Cov(𝑎𝑋 + 𝑏, 𝑐𝑌 + 𝑑) = 𝑎𝑐𝜎௫௬ 

Therefore, 𝑟 (𝑎𝑋 + 𝑏, 𝑐𝑌 + 𝑑) =
େ୭୴(௔௑ା௕,௖௒ାௗ)

[୚ୟ୰(௔௑ା௕)୚ୟ୰(௖௒ାௗ)]
భ
మ

 

=
௔௖ఙೣ೤

|௔||௖|ఙೣఙ೤
=

௔௖

| ௔௖ |
𝑟(𝑋, 𝑌). 

 Note that, if  𝑎𝑐 > 0, 𝑖. 𝑒., if  𝑎and 𝑐 are of same signs, then  
௔௖

| ௔௖ |
=+1. And if  𝑎𝑐 < 0, 𝑖. 𝑒., if  𝑎and 𝑐 are of opposite signs, then  

௔௖

| ௔௖ |
=-1. 

 
Theorem  9.4.2. Two independent variables are uncorrelated. 
 
Proof. If 𝑋  and 𝑌 are independent variables, then 

Cov(𝑋, 𝑌) = 0 
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𝑟(𝑋, 𝑌) =
Cov (𝑋, 𝑌)

𝜎௫𝜎௬
= 0 

Hence two independent variables are uncorrelated. But the converse of 
the theorem is not true. Consider the following problem. 
 
Problem 9.4.1:Give an example of, two uncorrelated variables which 
are not independent. 
Solution: Consider the following data: 
 
  Total 
X -3 -2 -1 1 2 3 ෍ 𝑋 = 0 

Y 9 4 1 1 4 9 ෍ 𝑌 = 28 

XY -27 -8 -1 1 8 27 ෍ 𝑋𝑌 = 0 

Table: 9.4.1 

𝑋ത =
1

𝑛
∑𝑋 = 0,   𝐶𝑜𝑣(𝑋, 𝑌) =

1

𝑛
∑𝑋𝑌 − 𝑋ത𝑌ത = 0 

𝑟(𝑋, 𝑌) =
Cov(𝑋, 𝑌)

𝜎௫𝜎௬
= 0 

 Thus, in the above example, the variables 𝑋 and 𝑌 are 
uncorrelated. But on careful examination we find that 𝑋 and 𝑌 are not 
independent but they are connected by the relation  𝑌 = 𝑋.  Hence two 
uncorrelated variables need not necessarily be independent. A simple 
reasoning for this strange conclusion is that 𝑟(𝑋 , 𝑌) = 0,  merely 
implies the absence of any linear relationship between the variables 
𝑋 and 𝑌. There may, however, exist some other form of relationship 
between them, 𝑒. 𝑔.,  quadratic, cubic or trigonometric. 
 
Remarks.9.4.2. .(i) Following are some more examples where two 
variables are uncorrelated but not independent. 
(𝒊)         𝑋~ 𝑁 (0,1)and  𝑌 = 𝑋ଶ.Since 𝑋~ 𝑁(0,1), 𝐸(𝑋) = 0 =
𝐸(𝑋ଷ).Therefore, 

Cov(𝑋, 𝑌) = 𝐸(𝑋, 𝑌) − 𝐸(𝑋) 𝐸(𝑌)  = 𝐸(𝑋ଷ) − 𝐸(𝑋)𝐸(𝑌) =
0(∵ 𝑌 = 𝑋ଶ). 

This implies that, 𝑟(𝑋, 𝑌) =
େ୭୴(௑,௒)

ఙೣఙ೤
= 0. 

Hence 𝑋 and 𝑌 are uncorrelated but not independent. 
 
(𝐢𝐛)Let 𝑋 be a random variable with p.d.f. 

𝑓(𝑥) =
1

2
, −1 ≤ 𝑥 ≤ 1 

and let 𝑌 = 𝑋ଶ. Then after computations 𝐸(𝑋) = 0 and    𝐸(𝑋𝑌) =
𝐸(𝑋ଷ) = 0. Consequently,  𝑟(𝑋, 𝑌) = 0 
 
(ii)  However, the converse of the theorem holds in the following 
cases: 
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(iia)  If  𝑋 and 𝑌 are jointly normally distributed with  𝜌 = 𝜌(𝑋, 𝑌) =
0, then they are independent.  If 𝜌 = 0, then 

𝑓(𝑥, 𝑦) =
1

𝜎௫√2𝜋
exp ቈ−

1

2
൬

𝑋 − 𝜇௫

𝜎௫
൰

ଶ

቉ ×
1

𝜎௫√2𝜋
exp ൥−

1

2
ቆ

𝑌 − 𝜇௬

𝜎௬
ቇ

ଶ

൩ 

𝑓(𝑥, 𝑦) = 𝑓ଵ(𝑥) 𝑓ଶ(𝑦) i.e.  𝑋 and 𝑌  are independent.  
(iib)  If each of the two variables X and Y  takes two values, 0,1 with 
positive probabities, then  r(X, Y) = 0, then X and Y are independent. 
 
Proof (iib).   Let 𝑋 take the values 1 and 0 with positive probabilities 
𝑝ଵ and 𝑞ଵ  respectively and let  𝑌 take the values 1 and 0 with positive 
probabilities 𝑝ଶ and 𝑞ଶ  respectively. Then 𝑟(𝑋, 𝑌) = 0 .This gives, 
Cov(𝑋, 𝑌) = 0. And hence,  0 = 𝐸(𝑋𝑌) −  𝐸(𝑋)𝐸(𝑌)  = 1.   
𝑃({𝑋 = 1} ∩ {𝑌 = 1}) − [1 . 𝑃(𝑋 = 1)]. [1. 𝑃(𝑌 = 1)] =
𝑃({𝑋 = 1} ∩ {𝑌 = 1}) − 𝑝ଵ𝑝ଶ  
 .i.e. 𝑃(𝑋 = 1 ∩ 𝑌 = 1) = 𝑝ଵ𝑝ଶ = 𝑃(𝑋 = 1). (𝑌 = 1).Thus, X and Y 
are independent. 
 

9.5.CORRELATION COEFFICIENT FOR A 
BIVARIATEFREQUENCY DISTRIBUTION:- 
 

When the date are considerably large, they may be summarized 
by using a two-way table.  Here, for each variable a suitable number of 
classes are taken, keeping in view the same considerations as in the 
univariate case.  If there are 𝑛  classes for 𝑋 and 𝑚 classes for 𝑌, there 
will be in all 𝑚 × 𝑛 cells in the two-way table. By going through the 
pairs of values of and 𝑌 , we can find the frequency for each cell. The 
whole set of cell frequencies will then define a bivariate frequency 
distribution. The column totals and row totals will give us the marginal 
distributions of 𝑋 and 𝑌.  A particular column or row will be called the 
conditional distribution of 𝑌 for given 𝑋  or of 𝑋 for given 𝑌 
respectively.  Suppose that the bivariate data on 𝑋 and 𝑌 are 
presented in two-way correlation table where there are 𝑚 classes of 𝑌 
placed along the horizontal line and 𝑛 classes of 𝑋 along a vertival line 
and is frequency of individuals lying in the (𝑖, 𝑗)th cell 
here ∑ 𝑓(𝑥, 𝑦) = 𝑔(𝑦)௫   is the sum of the frequencies along any row 
and ∑ 𝑓(𝑥, 𝑦) = 𝑔(𝑥)௬ 𝑖s the sum of the frequencies along any 
column. We observe that 

෍ ෍ 𝑓(𝑥, 𝑦) = ෍ ෍ 𝑓(𝑥, 𝑦) = ෍ 𝑓(𝑥) = ෍ 𝑔(𝑦) = 𝑁

௫௫௬௫௬௫

 

Thus 

𝑥̅ =
1

N
෍ ෍ 𝑥 𝑓(𝑥, 𝑦) =

1

𝑁
቎෍ 𝑓(𝑥) ෍ 𝑓(𝑥, 𝑦)

௬௫

቏

௬௫

=
1

N
෍ 𝑥𝑓(𝑥)

௫

 

Similarly 
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𝑦ത =
1

N
෍ ෍ 𝑦 𝑓(𝑥, 𝑦) =

1

𝑁
෍ 𝑦

௬

𝑔(𝑦)

௬௫

 

𝜎௫
ଶ =

1

𝑁
෍ ෍ 𝑥ଶ𝑓(𝑥, 𝑦)

௬

− 𝑥ଶതതത =
1

𝑁
௫

෍ 𝑥ଶ𝑓(𝑥) − 𝑥ଶതതത

௫

 

 
BIVARIATE FREQUENCY TABLE (CORRELATION TABLE) 

 
           X  series 

        → 
𝑌  
Series 
↓ 

Classes  
𝑇𝑜𝑡𝑎𝑙 𝑜𝑓 

 𝑓𝑟𝑒𝑞𝑢𝑒𝑛𝑐𝑖𝑒𝑠  
𝑜𝑓 𝑌 
 𝑔(𝑦) 

Mid Point 
 

𝑥ଵ𝑥ଶ     …𝑥௜ …         ….𝑥௠ 
 

 𝑦ଵ 
 

𝑦ଶ 
. 
. 
. 

𝑦௜ 
: 
: 

𝑦௡ 

 
 
 
 

𝑓(𝑥, 𝑦)   

𝑔
(𝑦

)
 =

 ෍
𝑓

(𝑥
,𝑦

)

௫

 

𝑇𝑜𝑡𝑎𝑙 𝑜𝑓 
 𝑓𝑟𝑒𝑞𝑢𝑒𝑛𝑐𝑖𝑒𝑠  

𝑜𝑓 𝑋 
 𝑔(𝑥) 

 

𝑓(𝑥) = ෍ 𝑓(𝑥, 𝑦)

௬

 

𝑁

→ ෍ ෍ 𝑓(𝑥, 𝑦)

௬௫

 

↓ 

෍ ෍ 𝑓(𝑥, 𝑦)

௫௬

 

Table: 9.4.2 
Problem 9.5.1. The following table gives, according to age, the 
frequency of marks obtained by 100 students in an intelligence test.  
 

Ages in  
Years 

→ 
Marks. 

↓ 

18 19 20 21 Total 
 

10-20 
20-30 
30-40 
40-50 
50-60 
60-70 

 

4 
5 
6 
4 
- 
- 
 

2 
4 
8 
4 
2 
2 

 

2 
6 

10 
6 
4 
3 

 

- 
4 

11 
8 
4 
1 
 

8 
19 
35 
22 
10 
6 

 
Total 19 22 31 28 100 

 Table: 9.4.3 
 



ADVANCED STATISTICS                                                 MAT 503 

 

 Department of Mathematics 
Uttarakhand Open University Page 163 
 

Calculate the correlation coefficient. 

Solution. Let                            𝑈 = 𝑋 − 19;   𝑉 = ቄ
௒ିଷହ

ଵ଴
ቅ 

CORRELATION TABLE 
 

𝒗 𝒚(Mid-Value) Marks 𝒖 Age (𝑿) Marks (𝒀) 
-2 15 10-20 
-1 25 20-30 
0 35 30-40 
1 45 40-50 
2 55 50-60 
3 65 60-70 

 
 

-1 0 1 2 

Total 
𝒈(𝒗) 𝒗𝒈(𝒗) 𝒗𝟐𝒈(𝒗) ෍

𝒖
𝒗

 𝒇
(𝒖

,𝒗
)

𝒖

 

 18 19 20 21 

 8 
4 

0 
2 

-4 
4 

 
8 -16 32 4 

 5 
5 

0 
4 

-6 
6 

-8 
4 10 -19 19 -9 

 0 
6 

0 
8 

0 
10 

0 
11 35 0 0 0 

 -4 
4 

0 
4 

6 
6 

16 
8 22 22 22 18 

  0 
2 

8 
4 

16 
4 10 20 40 24 

 
 0 

2 
9 

3 
6 

1 6 18 54 15 

Total  𝒇(𝒖) 19 22 31 28 100 25 167 52 

𝒖𝒇(𝒖) -19 0 31 56 68  

𝒖𝟐𝒇(𝒖) 19 0 31 112 162 

෍ 𝒖𝒗𝒇(𝒖, 𝒗)

𝒗

 9 0 13 30 52 

Table: 9.4.4 
 



ADVANCED STATISTICS                                                 MAT 503 

 

 Department of Mathematics 
Uttarakhand Open University Page 164 
 

𝑢ത =
1

𝑁
෍ 𝑢𝑓(𝑢)

௨

=
68

100
= 0.68, 𝑣̅ =

1

𝑁
෍ 𝑣𝑔(𝑣) =

25

100
= 0.25

௩

 

Cov(𝑢, 𝑣) =
1

𝑁
෍ ෍ 𝑢𝑣𝑓(𝑢, 𝑣) = 𝑢ത𝑣̅

௩௨

 =
1

100
× 52 − 0.68 × 0.25

= 0.35 

𝜎௎
ଶ =

1

𝑁
෍ 𝑢ଶ

௨

𝑓(𝑢) − 𝑢തଶ =
162

100
− (0.68)ଶ = 1.1576 

𝜎௏
ଶ =

1

𝑁
෍ 𝑣ଶ

௩

𝑔(𝑣) − 𝑣̅ଶ =
167

100
− (0.25)ଶ = 1.6075 

𝑟(𝑈, 𝑉) =
Cov(𝑈, 𝑉)

𝜎௎𝜎௏
=

0.35

√1.1576 × 1.6075
= 0.25 

 
Since correlation coefficient is independent of change of origin 

and scale, 𝑟(𝑋, 𝑌) = 𝑟(𝑈, 𝑉) = 0.25 
 Figures in circles in the table are the product terms 

𝑢𝑣𝑓(𝑢, 𝑣). 
  

9.6 .RANK CORRELATION:- 
 

Let us suppose that a group of 𝑛 individuals is arranged in 
order of merit or proficiency in possession of two characteristics 𝐴 and 
𝐵. These ranks in the two characteristics will in general, be different.  

 
For example if we consider the relation between intelligence 

and beauty; it is not necessary that a beautiful individual is intelligent 
also. Consider that, for 𝑖 = 1,2,3, … , 𝑛 let (𝑥௜, 𝑦௜)be the ranks of the ith 
individual in two characteristics 𝐴 and 𝐵 respectively. Karl Pearson’s 
coefficient of correlation between the ranks of  𝑋 and 𝑌is called the 
rank correlation coefficient between 𝐴 and 𝐵 for that group of 
individuals. 
Since (𝑥௜, 𝑦௜) be the ranks of the ith individual in two characteristics 
𝐴 and 𝐵 respectively, therefore each of the variables 𝑋 and 𝑌 takes the 
values 1.2 . . . . . 𝑛. 

Hence 𝑥̅ = 𝑦ത =  
ଵ

௡
[1 + 2 + 3 + ⋯ + 𝑛] =  

௡ାଵ

ଶ
 and 

𝜎௫
ଶ = ൭

1

𝑛
෍ 𝑥௜

ଶ

௡

௜ୀଵ

൱ − 𝑥̅ଶ =
1

𝑛
[1ଶ + 2ଶ + 3ଶ + ⋯ + 𝑛ଶ] − ൬

𝑛 + 1

2
൰

ଶ

=
𝑛ଶ − 1

12
. 

Similarly, 𝜎௬
ଶ =

௡మିଵ

ଵଶ
. Define, 𝑑௜ = 𝑥௜ − 𝑦௜. Then 𝑑௜ = 𝑥௜ − 𝑥̅ −

(𝑦௜ − 𝑦ത). This implies that ∑𝑑௜
ଶ = ∑[(𝑥௜ − 𝑥̅) − (𝑦௜ − 𝑦ത)]ଶ i.e. 

∑𝑑௜
ଶ = ∑𝐶 + ∑(𝑦௜ − 𝑦ത)ଶ − 2∑(𝑥௜ − 𝑥̅)(𝑦௜ − 𝑦ത).This gives 

∑ௗ೔
మ

௡
=

𝜎௫
ଶ + 𝜎௬

ଶ − 2𝐶𝑜𝑣(𝑋, 𝑌) = 𝜎௫
ଶ + 𝜎௬

ଶ − 2𝜌𝜎௫𝜎௬ . Here, 𝜌 is the Karl 
Pearson’s coefficient of correlation between the ranks of  𝑋௜ and 𝑌௜ and 
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by definition it is the rank correlation coefficient between 𝐴 and 𝐵. 
Using 𝜎௫ = 𝜎௬ , we have 

𝜌 = 1 −
6∑𝑑௜

ଶ

𝑛(𝑛ଶ − 1)
. 

 
Problem 9.6.1:  The rank of same 16 students in Mathematics and 
Physics are as follows. Two numbers within brackets denote the ranks 
of the students in Mathematics and Physics: 
(1,1) (2,10) (3,3) (4,4) (5,5) (6,7) (7,2) (8,6) (9,8) (10,11) (11,15) 
(12,9) (13,14) (14,12) (15,16) (16,13). 
Calculate the rank correlation coefficient for proficiencies of this group 
in Mathematics and Physics. 
 
Solution. 
 

Rank in 
Math. 
X 

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 Total 

Rank in 
Physics  
Y  

1 10 3 4 5 7 2 6 8 11 15 9 14 12 16 13  

𝑑
= 𝑋 − 𝑌 

0 -8 0 0 0 -
1 

5 2 1 -1 -4 3 -1 2 -1 3 0 

𝑑ଶ 0 64 0 0 0 1 25 4 1 1 16 9 1 4 1 9 136 

 
Rank correlation coefficient is given by 

𝜌 = 1 −
6∑𝑑௜

ଶ

𝑛(𝑛ଶ − 1)
= 1 −

6 × 136

16 × 255
= 1 −

1

5
= 0.8 

Repeated Ranks: 
If any two or more individuals are bracketed equal in any 

classification with respect to characteristic 𝐴 and 𝐵, or if there is more 
than one item with the same value in the series. In this case, common 
ranks are given to the repeated items. This common rank is the average 
of the ranks which these items would have assumed if they were 
slightly different from each other. The next item will get the rank next 
to the ranks already assumed.  

 
After that, in the formula of the rank correlation coefficient, we 

add the factor 
௠(௠మିଵ)

ଵଶ
to ∑𝑑ଶ, where 𝑚 is the number of times an item 

is repeated. This correction factor is to be added for each repeated 
value in both the 𝑋 −series. and 𝑌-series. 

 
 

Problem 9.6.2: Obtain the rank correlation coefficient for the 
following data: 
 

X 68 64 75 50 64 80 75 40 55 64 
Y 62 58 68 45 81 60 68 48 50 70 
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Solution: In the 𝑋-series we see that the value 75 occurs 2 times. The 
common rank given to these values is 2·5 which is the average of 2 and 
3, the ranks which these values would have taken if they were 
different. The next value 68, then gets the next rank which is 4. Again, 
we see that value 64 occurs thrice. The common rank given to it is 6 
which is the average of 5, 6 and 7. Similarly in the Y-series, the value 
68 occurs twice and its common rank is 3·5 which is the average of 3 
and 4. As a result of these common rankings, the formula for 𝜌 has to 

be corrected. We add 
௠(௠మିଵ)

ଵଶ
 to ∑𝑑ଶ for each value repeated, where  

𝑚 is the number of times a value occurs. In the X -series the correction 
is to be applied twice, once for the value 75 which occurs twice 
(𝑚 =  2) and then for the value 64 which occurs thrice (𝑚 =  3). The 
total correction for the X-series is 

2(4 − 1)

12
+

3(9 − 1)

12
=

5

2
 

Similarly, this correction for the Y-series is
ଶ(ସିଵ)

ଵଶ
=

ଵ

ଶ
, as the value 68 

occurs twice. Thus 

𝜌(𝑋, 𝑌) = 1 −
6 ቂ∑𝑑ଶ +

5
2

+
1
2

ቃ

𝑛(𝑛ଶ − 1)
= 1 −

6 × (72 + 3)

10 × 99
= 0.545 

 

9.7 SOLVED EXAMPLES:- 
 
Example 9.7.1.Calculate the correlation coefficient for the following 
heights (in inches) of father’s (X) and their son’s (Y): 
 
X 65 66 67 67 68 69 70 72 
Y 67 68 65 68 72 72 69 71 

 
 
 

  Total 

X 68 64 75 50 64 80 75 40 55 64  

Y 62 58 68 45 81 60 68 48 50 70  

Rank 
by X 

4 6 2.5 9 6 1 2.5 10 8 6  

Rank 
by Y 

5 7 3.5 10 1 6 3.5 9 8 2  

𝑑
= 𝑋
− 𝑌 

-1 -1 -1 -1 5 -5 -1 1 0 4 ∑𝑑 = 0 

𝑑ଶ 1 1 1 1 25 25 1 1 0 16 ∑𝑑ଶ

= 72 
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Solution:  Calculations for correlation coefficient  
 
   Total 
X 65 66 67 67 68 69 70 72 544 
Y 67 68 65 68 72 72 69 71 552 
𝑋ଶ 4225 4356 4489 4489 4624 4761 4900 5184 37028 
𝑌ଶ 4489 4624 4225 4624 5184 5184 4761 5041 38132 
𝑋𝑌 4355 4488 4355 4556 4896 4968 4830 5112 37560 

𝑋 =
1

𝑛
෍ 𝑋

 

 

=
544

8
= 68,  𝑌 =

1

𝑛
෍ 𝑌

 

 

=
552

8
= 69 

𝑟(𝑋,  𝑌) =
𝐶𝑜𝑣(𝑋, 𝑌)

𝜎௑𝜎௒
=

ቀ
1
𝑛

∑ 𝑋𝑌 
  − 𝑋𝑌ቁ

ටቀ
1
𝑛

∑ 𝑋ଶ 
  − 𝑌

ଶ
ቁ ቀ

1
𝑛

∑ 𝑌ଶ 
  − 𝑌

ଶ
ቁ

 

=
ቀ

1
8

× 37560 − 68 × 69ቁ

ටቀ
37028

8
− 68ଶቁ ቀ

38132
8

− 69ଶቁ

 

=
(4695 − 4692)

ඥ(4628.5 − 4624)(4766.5 − 4761)
 

= 0.603  
Another Method: Using change of origin. Let 𝑈 = 𝑋 − 68 &𝑉 = 𝑌 −
69. 
 
   Total 

𝑋 65 66 67 67 68 69 70 72 544 
𝑌 67 68 65 68 72 72 69 71 552 
𝑈 -3 -2 -1 -1 0 1 2 4 0 
𝑉 -2 -1 -4 -1 3 3 0 2 0 

𝑈ଶ 9 4 1 1 0 1 4 16 36 
𝑉ଶ 4 1 16 1 9 9 0 4 44 
𝑈𝑉  6 2 4 1 0 3 0 8 24 

 

𝑈 =
1

𝑛
෍ 𝑈

 

 

= 0,  𝑉 =
1

𝑛
෍ 𝑉

 

 

= 0 

𝐶𝑜𝑣(𝑈,  𝑉) =
1

𝑛
෍ 𝑈𝑉

 

 

− 𝑈 𝑉 =
1

8
× 24 = 3 

𝜎௎మ =
1

𝑛
෍ 𝑈ଶ

 

 

− ൫𝑈൯
ଶ

=
1

8
× 36 = 4.5 

𝜎௏మ =
1

𝑛
෍ 𝑉ଶ

 

 

− ൫𝑉൯
ଶ

=
1

8
× 44 = 5.5 

∴          𝑟(𝑈,  𝑉) =
𝐶𝑜𝑣(𝑈,  𝑉)

𝜎௎𝜎௏
=

3

√4.5 × 5.5
= 0.603 = 𝑟(𝑋,  𝑌) 
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Example 9.7.2.A computer while calculating correlation coefficient 
between two variables 𝑋 and 𝑌 from 25 pairs of observations obtained 
the following results: 
        N=25, ∑ 𝑋 

  = 125,   ∑ 𝑋ଶ 
  = 650,   ∑ 𝑌 

  = 100,   ∑ 𝑌ଶ 
  =

460,   ∑ 𝑋𝑌 
  = 508 

It was, however, later discovered at the time of checking that he had 
copied down two pairs as  

𝑋  𝑌  
6 14 
8 6 

While the correct values were   
𝑋  𝑌  

8 12 
6 8 
Obtain the correct value of correlation coefficient. 
Solution: The corrected ∑ 𝑋 

  , ∑ 𝑌 
  , ∑ 𝑋ଶ 

  , ∑ 𝑌ଶ 
  , ∑ 𝑋𝑌 

  , 𝑋,𝑌 𝑎𝑟𝑒: 

෍ 𝑋

 

 

= 125 − 6 − 8 + 8 + 6 = 125 

෍ 𝑌

 

 

= 100 − 14 − 6 + 12 + 8 = 100 

෍ 𝑋ଶ

 

 

= 650 − 6ଶ − 8ଶ + 8ଶ + 6ଶ = 650 

෍ 𝑌ଶ

 

 

= 460 − 14ଶ − 6ଶ + 12ଶ + 8ଶ = 436 

෍ 𝑋𝑌

 

 

= 508 − 6 × 14 − 8 × 6 + 8 × 12 + 6 × 8 = 520 

 

𝑋 =
1

𝑛
෍ 𝑋

 

 

=
1

25
× 125 = 5,  𝑌 =

1

𝑛
෍ 𝑌

 

 

=
1

25
× 100 = 4 

𝐶𝑜𝑣 (𝑋,  𝑌) =
1

𝑛
෍ 𝑋𝑌

 

 

− 𝑋  𝑌 =
1

25
× 520 − 5 × 4 =

4

5
 

𝜎௑
ଶ =

1

𝑛
෍ 𝑋ଶ

 

 

− 𝑋
ଶ

=
1

25
× 650 − 5ଶ = 1 

𝜎௒
ଶ =

1

𝑛
෍ 𝑌ଶ

 

 

− 𝑌
ଶ

=
1

25
× 436 − 16 =

36

25
 

 Hence the corrected correlation coefficient is: 𝑟(𝑋,  𝑌) =
஼௢௩(௑, ௒)

ఙ೉ఙೊ
=

ర

ఱ

ଵ×
ల

ఱ

=
ଶ

ଷ
= 0.67 

Example 9.7.3.Show that if 𝑋ᇱ,  𝑌ᇱ are the deviations of the random 
variables 𝑋 𝑎𝑛𝑑 𝑌 from their respective means then 

(i) 𝑟 = 1 −
ଵ

ଶே
∑ ቀ

௑೔
ᇲ

ఙ೉
−

௒೔
ᇲ

ఙೊ
ቁ

ଶ
 
௜   
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(ii) 𝑟 = −1 +
ଵ

ଶே
∑ ቀ

௑೔
ᇲ

ఙ೉
+

௒೔
ᇲ

ఙೊ
ቁ

ଶ
 
௜   

 
Solution. (𝑖)  Here 𝑋௜

ᇱ = ൫𝑥௜ − 𝑋൯ 𝑎𝑛𝑑 𝑌௜
ᇱ = ൫𝑌௜ − 𝑌൯ 

R.H.S.= 1 −
ଵ

ଶே
∑ ቀ

௑೔
ᇲ

ఙ೉
−

௒೔
ᇲ

ఙೊ
ቁ

ଶ
 
 ௜ = 1 −

ଵ

ଶே
൤

ଵ

ఙ೉మ
∑ 𝑋௜

ᇱଶ 
௜  +

ଵ

ఙೊమ
∑ 𝑌௜

ᇱଶ 
௜  −

ଶ

ఙ೉ఙೊ
∑ 𝑋௜

ᇱ𝑌௜
ᇱ 

 ௜ ቃ 

= 1 −
1

2𝑁
൥

1

𝜎௑మ
෍൫𝑋௜

ᇱ − 𝑋൯
ଶ

 

௜ 

+
1

𝜎௒మ
෍൫𝑌௜ − 𝑌൯

ଶ
 

௜ 

−
2

𝜎௑𝜎௒
෍൫𝑋௜ − 𝑋൯൫𝑌௜ − 𝑌൯

 

 ௜

቉ 

= 1 −
1

2
൤

1

𝜎௑మ
× 𝜎௑మ +

1

𝜎௒మ
× 𝜎௒మ −

2

𝜎௑𝜎௒
× 𝑟𝜎௑𝜎௒൨ 

= 1 −
1

2
[1 + 1 − 2𝑟] = 𝑟 

(𝑖𝑖) Proceeding similarly, we will get  

     R.H.S. =−1 +
ଵ

ଶ
[1 + 1 + 2𝑟] = 𝑟 

 
 
Example 9.7.4The variables 𝑋  and 𝑌 are connected by the equation 
𝑎𝑋 + 𝑏𝑌 + 𝑐 = 0.  Show that the correlation between them is −1 if the 
signs of 𝑎 and 𝑏 are alike and +1 if they are different. 
Solution.𝑎𝑋 + 𝑏𝑌 + 𝑐 = 0 ⇒ 𝑎𝐸(𝑋) + 𝑏𝐸(𝑌) + 𝑐 = 0 

∴                 𝑎{𝑋 − 𝐸(𝑋)} + 𝑏{𝑌 − 𝐸(𝑌)} = 0 

⇒                 {𝑋 − 𝐸(𝑋)} =
𝑏

𝑎
{𝑌 − 𝐸(𝑌)} 

∴              𝐶𝑜𝑣(𝑋,  𝑌)  = 𝐸ൣ൫𝑋 − 𝐸(𝑋)൯൫𝑌 − 𝐸(𝑌)൯൧ 

                      = −
𝑏

𝑎
𝐸 ቂ൫𝑌 − 𝐸(𝑌)൯

ଶ
ቃ

= −
𝑏

𝑎
× 𝜎௒

ଶ                    𝐸 ቂ൫𝑋 − 𝐸(𝑋)൯
ଶ

ቃ  

=
𝑏ଶ

𝑎ଶ
𝐸 ቂ൫𝑌 − 𝐸(𝑌)൯

ଶ
ቃ = −

𝑏ଶ

𝑎ଶ
× 𝜎௒

ଶ 

∴        𝑟 =
−

𝑏
𝑎

𝜎௒
ଶ

ඨ𝜎௒
ଶට𝑏ଶ

𝑎ଶ 𝜎௒
ଶ

= −

𝑏
𝑎

𝜎௒
ଶ

ቚ
𝑏
𝑎

ቚ 𝜎௒
ଶ
 

Therefore, 𝑟 = 1  if 𝑏 𝑎𝑛𝑑 𝑎  are of opposite signs and 𝑟 =

−1,  𝑖𝑓 𝑏 𝑎𝑛𝑑 𝑎  are of same sign 
Example 9.7.5.(𝒂)If 𝑍 = 𝑎𝑋 + 𝑏𝑌 𝑎𝑛𝑑 𝑟 is the correlation coefficient 
between 𝑋 𝑎𝑛𝑑 𝑌,  show that  𝜎௓

ଶ = 𝑎ଶ𝜎௑
ଶ + 𝑏ଶ𝜎௒

ଶ + 2𝑎𝑏𝑟𝜎௑𝜎 ௒ 
(𝒃) Show that the correlation coefficient 𝑟 between two random 
variables 𝑋 𝑎𝑛𝑑 𝑌 is given by  
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𝑟 =
(𝜎௑

ଶ + 𝜎௒
ଶ − 𝜎௑ି௒

ଶ )

2𝜎௑𝜎௒
 

Where   𝜎௑,  𝜎௒ 𝑎𝑛𝑑 𝜎௑ି௒ are the standard deviations of 𝑋,  𝑌 𝑎𝑛𝑑 𝑋 −

𝑌 𝑟𝑒𝑠𝑝𝑒𝑐𝑡𝑖𝑣𝑒𝑙𝑦 . 
Solution.(a) Taking expectation of both sides of 𝑍 = 𝑎𝑋 + 𝑏𝑌,  we get 

𝐸(𝑍) = 𝑎𝐸(𝑋) + 𝑏𝐸(𝑌), 
∴           𝑍 − 𝐸(𝑍) = 𝑎[𝑋 − 𝐸(𝑋)] + 𝑏[𝑌 − 𝐸(𝑌)] 

  Squaring and taking expectation of both sides, we get 
𝜎௓

ଶ = 𝑎ଶ𝜎௑
ଶ + 𝑏ଶ𝜎௒

ଶ + 2𝑎𝑏𝐶𝑜𝑣(𝑋,  𝑌) 
= 𝑎ଶ𝜎௑

ଶ + 𝑏ଶ𝜎௒
ଶ + 2𝑎𝑏𝑟𝜎௑𝜎௒ 
 

(b) Taking 𝑎 = 1,  𝑏 = −1 in the above case, we have  
𝑍 = 𝑋 − 𝑌 𝑎𝑛𝑑 𝜎௑ି௒

ଶ = 𝜎௑
ଶ + 𝜎௒

ଶ − 2𝑟𝜎௑𝜎௒ 
Therefore, 

𝑟 =
ఙ೉

మ ାఙೊ
మିఙ೉షೊ

మ

ଶఙ೉ఙೊ
. 

 
Example 9.7.6.𝑋 𝑎𝑛𝑑 𝑌 are two random variables with variances 𝜎௑

ଶ 
and 𝜎௒

ଶ respectively and 𝑟  is the coefficient of correlation between 
them. If 𝑈 = 𝑋 + 𝑘𝑌 𝑎𝑛𝑑 𝑉 = 𝑋 +

ఙ೉

ఙೊ
𝑌,  find the value of 𝑘   so that 

𝑈 𝑎𝑛𝑑 𝑉 are uncorrelated . 
Solution.Taking expectations of 𝑈 = 𝑋 + 𝑘𝑌 𝑎𝑛𝑑 𝑉 = 𝑋 +

ఙ೉

ఙೊ
𝑌 we 

get  
𝐸(𝑈) = 𝐸(𝑋) + 𝑘𝐸(𝑌)𝑎𝑛𝑑𝐸(𝑉) = 𝐸(𝑋) + 𝜎௑/𝜎௒𝐸(𝑌) 
𝑈 − 𝐸(𝑈) = [𝑋 − 𝐸(𝑋)] + 𝑘[𝑌 − 𝐸(𝑌)] 𝑎𝑛𝑑 𝑉 − 𝐸(𝑉)

= [𝑋 − 𝐸(𝑋)] + 𝜎௑/𝜎௒[𝑌 − 𝐸(𝑌)] 
𝐶𝑜𝑣(𝑈,  𝑉) = 𝐸ൣ൫𝑈 − 𝐸(𝑈)൯൫𝑉 − 𝐸(𝑉)൯൧ 

= 𝐸 ൤൫𝑋 − 𝐸(𝑋)൯ + 𝑘൫𝑌 − 𝐸(𝑌)൯ × ൫𝑋 − 𝐸(𝑋)൯ +
𝜎௑

𝜎௒
൫𝑌 − 𝐸(𝑌)൯൨ 

                      =𝜎௑
ଶ +

ఙ೉

ఙೊ
𝐶𝑜𝑣(𝑋,  𝑌) + 𝑘𝐶𝑜𝑣( 𝑋,  𝑌) + 𝑘

ఙ೉

ఙೊ
× 𝜎௒

ଶ 

= [𝜎௑
ଶ + 𝑘𝜎௑𝜎௒] + ൤

𝜎௑

𝜎௒
+ 𝑘൨ 𝐶𝑜𝑣(𝑋,  𝑌) 

= 𝜎௑(𝜎௑ + 𝑘𝜎௒) + ൤
𝜎௑ + 𝑘𝜎௒

𝜎௒
൨ 𝐶𝑜𝑣(𝑋,  𝑌) 

= (𝜎௑ + 𝑘𝜎௒) + ቈ𝜎௑ +
𝐶𝑜𝑣(𝑋,  𝑌)

𝜎௒
቉ = (𝜎௑ + 𝑘𝜎௒) + (1 + 𝑟)𝜎௑ 

Now, 𝑈 𝑎𝑛𝑑 𝑉  are uncorrelated if  
𝑟(𝑈,  𝑉) = 0 𝑖. 𝑒. 𝐶𝑜𝑣(𝑈,  𝑉) = 0 

Which means,(𝜎௑ + 𝑘𝜎௒) + (1 + 𝑟)𝜎௑ = 0 
 This implies that 

          𝜎௑ + 𝑘𝜎௒ = 0 
  And hence, 
𝑘 = −

ఙ೉

ఙೊ
. 

𝐄𝐱𝐚𝐦𝐩𝐥𝐞 𝟗. 𝟕. 𝟕.   The random variable 𝑋 𝑎𝑛𝑑 𝑌 are jointly normally 
distributed and 𝑈 𝑎𝑛𝑑 𝑉 are defined by  
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𝑈 = 𝑋 𝑐𝑜𝑠𝛼 + 𝑌 𝑠𝑖𝑛𝛼 , 
𝑉 = 𝑌 𝑐𝑜𝑠𝛼 − 𝑌 𝑠𝑖𝑛𝛼  

Show that 𝑈 𝑎𝑛𝑑 𝑉  will be uncorrelated if  

tan 2 𝛼 =
2𝑟𝜎௑𝜎௒

𝜎௑
ଶ − 𝜎௒

ଶ, 

where𝑟 is correlation coefficient between X and Y,  𝜎௑
ଶ =

𝑉𝑎𝑟(𝑋) 𝑎𝑛𝑑 𝜎௒
ଶ = 𝑉𝑎𝑟(𝑌). Are 𝑈 𝑎𝑛𝑑 𝑉  independent? 

Solution.We have 
𝐶𝑜𝑣(𝑈,  𝑉) = 𝐸ൣ൫𝑈 − 𝐸(𝑈)൯൫𝑉 − 𝐸(𝑉)൯൧ 

= 𝐸 ቂൣ൫𝑋 − 𝐸(𝑋)൯𝑐𝑜𝑠𝛼 + ൫𝑉 − 𝐸(𝑉)൯𝑠𝑖𝑛𝛼൧

× ൣ൫𝑌 − 𝐸(𝑌)൯𝑐𝑜𝑠𝛼 −         ൫𝑋 − 𝐸(𝑋)൯𝑠𝑖𝑛𝛼൧ቃ 

= cosଶ𝛼 𝐶𝑜𝑣(𝑋,  𝑌) − 𝑠𝑖𝑛𝛼𝑐𝑜𝑠𝛼. 𝜎௑
ଶ + 𝑠𝑖𝑛𝛼𝑐𝑜𝑠𝛼. 𝜎௒

ଶ

− sinଶ𝛼 ൫𝐶𝑜𝑣(𝑋,  𝑌)൯ 
= (cosଶ𝛼 − sinଶ𝛼)𝐶𝑜𝑣(𝑋,  𝑌) − 𝑠𝑖𝑛𝛼𝑐𝑜𝑠𝛼(𝜎௑

ଶ − 𝜎௒
ଶ) 

= cos 2 𝛼. 𝐶𝑜𝑣(𝑋,  𝑌) − 𝑠𝑖𝑛𝛼𝑐𝑜𝑠𝛼(𝜎௑
ଶ − 𝜎௒

ଶ) 
Now, 𝑈 𝑎𝑛𝑑 𝑉 Will be uncorrelated if and only if 𝑟(𝑈,  𝑉) = 0  i.e. if 
and only if 𝐶𝑜𝑣(𝑈,  𝑉) = 0. Which further equivalent to 

cos 2 𝛼 𝐶𝑜𝑣(𝑋,  𝑌) − 𝑠𝑖𝑛𝛼𝑐𝑜𝑠𝛼. (𝜎௑
ଶ − 𝜎௒

ଶ) = 0 

cos 2 𝛼 𝑟𝜎௑𝜎௒ =
sin 2 𝛼

2
. (𝜎௑

ଶ − 𝜎௒
ଶ) 

And hence, 

tan 2 𝛼 =
2𝑟𝜎௑𝜎௒

𝜎௑
ଶ − 𝜎௒

ଶ 

However, 𝑟(𝑈,  𝑉) = 0 does not imply that the variables 𝑈 𝑎𝑛𝑑 𝑉  are 
independent. 
Example 9.7.8.If 𝑋 𝑎𝑛𝑑 𝑌 are standardized random variables, and  

𝑟(𝑎𝑋 + 𝑏𝑌,  𝑏𝑋 + 𝑎𝑌) =
1 + 2𝑎𝑏

𝑎ଶ + 𝑏ଶ
 

Find  𝑟(𝑋,  𝑌), the coefficient of correlation between 𝑋 𝑎𝑛𝑑 𝑌 . 
𝐒𝐨𝐥𝐮𝐭𝐢𝐨𝐧.  Since 𝑋 𝑎𝑛𝑑 𝑌 are standard random variables, we have  

𝐸(𝑋) = 𝐸(𝑌) = 0 
And       𝑉𝑎𝑟(𝑋) = 𝑉𝑎𝑟(𝑌) = 1 implies that 𝐸(𝑋ଶ) = 𝐸(𝑌ଶ) = 1 
And        𝐶𝑜𝑣(𝑋,  𝑌) = 𝐸(𝑋𝑌)implies that 𝐸(𝑋𝑌) = 𝑟(𝑋,  𝑌)𝜎௑𝜎௒ =
𝑟(𝑋, 𝑌) 
Now, 

𝑟(𝑎𝑋 + 𝑏𝑌,  𝑏𝑋 + 𝑎𝑌) 

=
𝐸[(𝑎𝑋 + 𝑏𝑌)(𝑏𝑋 + 𝑎𝑌)] − 𝐸(𝑎𝑋 + 𝑏𝑌)𝐸(𝑏𝑋 + 𝑎𝑌)

[𝑉𝑎𝑟(𝑎𝑋 + 𝑏𝑌)𝑉𝑎𝑟(𝑏𝑋 + 𝑎𝑌)]
ଵ
ଶ

 

=
𝐸[𝑎𝑏𝑋ଶ + 𝑎ଶ𝑋𝑌 + 𝑏ଶ𝑌𝑋 + 𝑎𝑏𝑌ଶ] − 0

{[𝑎ଶ𝑉𝑎𝑟(𝑋) + 𝑏ଶ𝑉𝑎𝑟(𝑌) + 2𝑎𝑏𝐶𝑜𝑣(𝑋, 𝑌)] × [𝑏ଶ𝑉𝑎𝑟(𝑋) + 𝑎ଶ𝑉𝑎𝑟(𝑌) + 2𝑎𝑏𝐶𝑜𝑣(𝑋, 𝑌)]}
ଵ
ଶ

 

 

           = 
௔௕ା௔మ௥(௑,௒)ା௕మ௥(௑,௒)ା௔

{[௔మା௕మାଶ௔ (௑, ௒)][௕మା௔మାଶ௕௔௥(௑, ௒)]}
భ
మ

 

=
ଶ௔௕ା൫௔మା௕మ൯௥(௑, ௒)

௔మା௕మାଶ௔௕௥(௑, ௒)
. 
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And hence, 

1 + 2𝑎𝑏

𝑎ଶ + 𝑏ଶ
=

2𝑎𝑏 + (𝑎ଶ + 𝑏ଶ)𝑟(𝑋,  𝑌)

𝑎ଶ + 𝑏ଶ + 2𝑎𝑏 𝑟(𝑋,  𝑌)
 

i.e. 
(𝑎ଶ + 𝑏ଶ)(1 + 2𝑎𝑏) + 2𝑎𝑏. 𝑟(𝑋,  𝑌)(1 + 2𝑎𝑏)

= (𝑎ଶ + 𝑏ଶ)ଶ. 𝑟(𝑋,  𝑌) + 2𝑎𝑏(𝑎ଶ + 𝑏ଶ) 
This implies that 

    (𝑎ସ + 𝑏ସ + 2𝑎ଶ𝑏ଶ − 2𝑎𝑏 − 4𝑎ଶ𝑏ଶ). 𝑟(𝑋,  𝑌) = (𝑎ଶ + 𝑏ଶ) 
Further, 

    [(𝑎ଶ − 𝑏ଶ)ଶ − 2𝑎𝑏]. 𝑟(𝑋,  𝑌) = 𝑎ଶ + 𝑏ଶ 
Then, 

𝑟(𝑋,  𝑌) =
𝑎ଶ + 𝑏ଶ

(𝑎ଶ − 𝑏ଶ)ଶ − 2𝑎𝑏
 

 
Example 9.7.9.If 𝑈 = 𝑎𝑋 + 𝑏𝑌 and 𝑉 = 𝑐𝑋 + 𝑑𝑌 , where 𝑋 𝑎𝑛𝑑 𝑌 are 
measured from their respective means and if 𝑟  is the correlation 
coefficient between 𝑋 𝑎𝑛𝑑 𝑌 , and if 𝑈 𝑎𝑛𝑑 𝑉 are uncorrelated, show 
that  

𝜎௎𝜎௏ = (𝑎𝑑 − 𝑏𝑐)𝜎௑𝜎௒(1 − 𝑟ଶ)
ଵ
ଶ 

Solution.We know that, 

𝑟 =
𝐶𝑜𝑣(𝑋,  𝑌)

𝜎௑𝜎௒
. 

Then 

(1 − 𝑟ଶ) = 1 −
[𝐶𝑜𝑣(𝑋,  𝑌)]ଶ

𝜎௑
ଶ𝜎௒

ଶ  

Which implies that 
        (1 − 𝑟ଶ)𝜎௑

ଶ𝜎௒
ଶ = 𝜎௑

ଶ𝜎௒
ଶ − [𝐶𝑜𝑣(𝑋,  𝑌)]ଶ                 … … (∗) 

𝑈 = 𝑎𝑋 + 𝑏𝑌,  𝑉 = 𝑐𝑋 + 𝑑𝑌  
Since 𝑋,  𝑌 are measured from their means, 
𝐸(𝑋) = 0 = 𝐸(𝑌).  Consequently 𝐸(𝑈) = 0 = 𝐸(𝑉). 
And  then,      𝜎௎

ଶ = 𝐸(𝑈ଶ);  𝜎௏
ଶ = 𝐸(𝑉ଶ). 

Also  𝑎𝑋 + 𝑏𝑌 − 𝑈 = 0 𝑎𝑛𝑑 𝑐𝑋 + 𝑏𝑌 − 𝑉 = 0. Therefore 

 
𝑋

−𝑏𝑉 + 𝑑𝑈
=

𝑌

−𝑐𝑈 + 𝑎𝑉
=

1

𝑎𝑑 − 𝑏𝑐
 

Then value of X and Y are:                   

𝑋 =
1

𝑎𝑑 − 𝑏𝑐
(𝑑𝑈 − 𝑏𝑉) 

𝑌 =
1

𝑎𝑑 − 𝑏𝑐
(−𝑐𝑈 + 𝑎𝑉) 

Also since 𝑈,  𝑉 are uncorrelated therefore 𝐶𝑜𝑣(𝑈,  𝑉) = 0. Thus, 

     𝑉𝑎𝑟(𝑋) =
1

(𝑎𝑑 − 𝑏𝑐)ଶ
[𝑑ଶ𝜎௎

ଶ + 𝑏ଶ𝜎௏
ଶ − 2𝑏𝑑𝐶𝑜𝑣(𝑈,  𝑉)] 

=
1

(𝑎𝑑 − 𝑏𝑐)ଶ
[𝑑ଶ𝜎௎

ଶ + 𝑏ଶ𝜎௏
ଶ] 

 
Similarly, we have 
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𝑉𝑎𝑟(𝑌) =
1

(𝑎𝑑 − 𝑏𝑐)ଶ
[𝑐ଶ𝜎௎

ଶ + 𝑎ଶ𝜎௏
ଶ] 

𝐶𝑜𝑣(𝑋,  𝑌) = 𝐸(𝑋𝑌) − 𝐸(𝑋)𝐸(𝑌) = 𝐸(𝑋𝑌)     {∵   𝐸(𝑋) = 0 = 𝐸(𝑌)} 

=
1

(𝑎𝑑 − 𝑏𝑐)ଶ
𝐸[(𝑑𝑈 − 𝑏𝑉)(−𝑐𝑈 + 𝑎𝑉)] 

=
1

(𝑎𝑑 − 𝑏𝑐)ଶ
[−𝑐𝑑𝜎௎

ଶ − 𝑎𝑏𝜎௏
ଶ] 

=
−1

(𝑎𝑑 − 𝑏𝑐)ଶ
[𝑐𝑑𝜎௎

ଶ + 𝑎𝑏𝜎௏
ଶ] 

On substituting in (*), we get 
   (1 − 𝑟ଶ)𝜎௑

ଶ𝜎௒
ଶ

=
1

(𝑎𝑑 − 𝑏𝑐)ସ

× [(𝑑ଶ𝜎௎
ଶ + 𝑏ଶ𝜎௏

ଶ)(𝑐ଶ𝜎௎
ଶ + 𝑎ଶ𝜎௏

ଶ)
− (𝑐𝑑𝜎௎

ଶ +                                       𝑎𝑏𝜎௏
ଶ)] 

=
1

(𝑎𝑑 − 𝑏𝑐)ସ
× [𝑐ଶ𝑑ଶ𝜎௎

ସ + 𝑎ଶ𝑏ଶ𝜎௏
ସ + (𝑎ଶ𝑑ଶ + 𝑏ଶ𝑐ଶ)𝜎௎

ଶ𝜎௏
ଶ

−                                       𝑐ଶ𝑑ଶ𝜎௎
ସ − 𝑎ଶ𝑏ଶ𝜎௏

ସ

− 2𝑎𝑏𝑐𝑑𝜎௎
ଶ𝜎௏

ଶ] 
                                 

=
1

(𝑎𝑑 − 𝑏𝑐)ସ

× [−𝑐ଶ𝑑ଶ𝜎௎
ସ − 𝑎ଶ𝑏ଶ𝜎௏

ସ + (𝑎ଶ𝑑ଶ + 𝑏ଶ𝑐ଶ)𝜎௎
ଶ𝜎௏

ଶ

+                                      𝑐ଶ𝑑ଶ𝜎௎
ସ + 𝑎ଶ𝑏ଶ𝜎௏

ସ

+ 2𝑎𝑏𝑐𝑑𝜎௎
ଶ𝜎௏

ଶ] 

=
1

(𝑎𝑑 − 𝑏𝑐)ସ
× [(𝑎ଶ𝑑ଶ + 𝑏ଶ𝑐ଶ − 2𝑎𝑏𝑐𝑑)𝜎௎

ଶ𝜎௏
ଶ] 

=
1

(𝑎𝑑 − 𝑏𝑐)ସ
× (𝑎𝑑 − 𝑏𝑐)ଶ𝜎௎

ଶ𝜎௏
ଶ 

And hence, 

𝜎௎𝜎௏ = (𝑎𝑑 − 𝑏𝑐)𝜎௑𝜎௒(1 − 𝑟ଶ)
ଵ
ଶ 

Example 9.7.10.The independent variables 𝑋 𝑎𝑛𝑑 𝑌  are defined by:  
𝑓(𝑥) = 4𝑎𝑥,  0 ≤ 𝑥 ≤ 𝑟 

= 0,   𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒 & 
𝑓(𝑦) = 4𝑏𝑦,  0 ≤ 𝑦 ≤ 𝑠 

= 0,   𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒  
Then show that:  

𝐶𝑜𝑣(𝑈,  𝑉) =
𝑏 − 𝑎

𝑏 + 𝑎
,   

where𝑈 = 𝑋 + 𝑌    𝑎𝑛𝑑 𝑉 = 𝑋 − 𝑌  
𝐒𝐨𝐥𝐮𝐭𝐢𝐨𝐧 . Since the total area under probability curve is unity (one), 
we have: 

∫ 𝑓(𝑥)𝑑𝑥
௥

଴
= 4𝑎 ∫ 𝑥𝑑𝑥

௥

଴
= 1  implies that 2𝑎𝑟ଶ = 1  

Which gives, 

𝑎 =
1

2𝑟ଶ
      … (9.7.1) 
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 Similarly, ∫ 𝑓(𝑦)𝑑𝑦
௥

଴
= 4𝑏 ∫ 𝑦𝑑𝑦

௥

଴
= 1 gives, 𝑏 =

ଵ

ଶ௦మ          … (𝟗. 𝟕. 𝟐) 

Therefore, 

   𝑓(𝑥) = 4𝑎𝑥 =
2𝑥

𝑟ଶ
,   0 ≤ 𝑥 ≤ 𝑟 ;   

And 

  𝑓(𝑦) = 4𝑏𝑦 =
2𝑦

𝑠ଶ
,   0 ≤ 𝑦 ≤ 𝑠                 … (𝟗. 𝟕. 𝟑) 

  Since 𝑋 𝑎𝑛𝑑 𝑌 are independent variates, therefore 
𝑟(𝑋,  𝑌) = 0 which further imlies that 𝐶𝑜𝑣(𝑋,  𝑌) = 0             … (𝟗. 𝟕. 𝟒) 
Now, 

𝐶𝑜𝑣(𝑈, 𝑉) = 𝐶𝑜𝑣(𝑋 + 𝑌,  𝑋 − 𝑌)                                                              
= 𝐶𝑜𝑣(𝑋,  𝑋) − 𝐶𝑜𝑣(𝑋,  𝑌) + 𝐶𝑜𝑣(𝑌,  𝑋) − 𝐶𝑜𝑣(𝑌,  𝑌)             

= 𝜎௑
ଶ − 𝜎௒

ଶ                                             [Using equation (9.7.4)]   
And               

𝑉𝑎𝑟(𝑈) = 𝑉𝑎𝑟(𝑋) + 𝑉𝑎𝑟(𝑌) + 2𝐶𝑜𝑣(𝑋,  𝑌) 
= 𝜎௑

ଶ + 𝜎௒
ଶ[Using equation (9.7.4)]   

𝑉𝑎𝑟(𝑌) = 𝑉𝑎𝑟(𝑋 − 𝑌) = 𝑉𝑎𝑟(𝑋) + 𝑉𝑎𝑟(𝑌) − 2𝐶𝑜𝑣(𝑋,  𝑌) 
= 𝜎௑

ଶ + 𝜎௒
ଶ[Using equation (9.7.4)]   

∴              𝑟(𝑈,  𝑉) =
𝐶𝑜𝑣(𝑈,  𝑉)

𝜎௎𝜎௏
=

𝜎௑
ଶ − 𝜎௒

ଶ

𝜎௑
ଶ + 𝜎௒

ଶ 

Further, 

𝐸(𝑋) = න 𝑥𝑓(𝑥)𝑑𝑥
௥

଴

=
2

𝑟ଶ
න 𝑥ଶ

௥

଴

𝑑𝑥 =
2𝑟

3
 

𝐸(𝑋ଶ) = න 𝑥ଶ
௥

଴

𝑓(𝑥)𝑑𝑥 =
2

𝑟ଶ
න 𝑥ଷ

௥

଴

𝑑𝑥 =
𝑟ଶ

2
 

  𝑉𝑎𝑟(𝑋) = 𝐸(𝑋ଶ) − [𝐸(𝑋)]ଶ =
𝑟ଶ

2
−

4𝑟ଶ

9
=

𝑟ଶ

18
=

1

36𝑎
 

Similarly,  

𝐸(𝑌) =
ଶ௦

ଷ
,  𝐸[𝑌ଶ] =

௦మ

ଶ
 and 𝑉𝑎𝑟(𝑌) =

௦మ

ଵ଼
=

ଵ

ଷ଺௕
 

On substituting in (v) we get 

𝑟(𝑈,  𝑉) =

1
(36𝑎)

−
1

(36𝑏)
1

(36𝑎)
+

1
(36𝑏)

=
𝑏 − 𝑎

𝑏 + 𝑎
 

𝐄𝐱𝐚𝐦𝐩𝐥𝐞𝟗. 𝟕. 𝟏𝟏.   Let the random variable 𝑋 have the marginal 
density 

𝑓ଵ(𝑥) = 1,   −
ଵ

ଶ
< 𝑥 <

ଵ

ଶ
and let the conditional density of 𝑌 be  

𝑓(𝑦|𝑥|) = 1,  𝑥 < 𝑦 < 𝑥 + 1,   −
1

2
< 𝑥 < 0 

= 1,   − 𝑥 < 𝑦 < −𝑥 + 1,  0 < 𝑥 <
1

2
 

Show that the variables 𝑋 𝑎𝑛𝑑 𝑌  are uncorrelated. 
Solution.We have  

𝐸(𝑋) = න 𝑥𝑓ଵ(𝑥)𝑑𝑥

ଵ
ଶ

ି
ଵ
ଶ

= න 𝑥

ଵ
ଶ

ି
ଵ
ଶ

. 1𝑑𝑥 = ቤ
𝑥ଶ

2
ቤ

ି
ଵ
ଶ

ଵ
ଶ

= 0 
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If 𝑓(𝑥,  𝑦) 𝑖𝑠 𝑡ℎ𝑒 𝑗𝑜𝑖𝑛𝑡 𝑝. 𝑑. 𝑓 𝑜𝑓 𝑋 𝑎𝑛𝑑 𝑌, then 
𝑓(𝑥, 𝑦) = 𝑓(𝑦|𝑥)𝑓ଵ(𝑥) = 𝑓(𝑦|𝑥)           [∴  𝑓ଵ(𝑥) = 1] 

𝐸(𝑋𝑌) = න න 𝑥𝑦𝑓(𝑥, 𝑦)𝑑𝑥𝑑𝑦
௫ାଵ

௫

଴

ି
ଵ
ଶ

+ න න 𝑥𝑦𝑓(𝑥, 𝑦)𝑑𝑥𝑑𝑦
ଵି௫

ି௫

ଵ
ଶ

଴

 

= න ቈ𝑥 න 𝑦𝑑𝑦
௫ାଵ

௫

቉ 𝑑𝑥
଴

ି
ଵ
ଶ

+ න ቈ𝑥 න 𝑦𝑑𝑦
ଵି௫

ି௫

቉ 𝑑𝑥

ଵ
ଶ

଴

 

=
1

2
ቈ
2

3
𝑥ଷ +

𝑥ଶ

2
቉

ି
ଵ
ଶ

଴

+
1

2
ቈ
𝑥ଶ

2
−

2

3
𝑥ଷ቉

଴

ଵ
ଶ

 

=
1

2
൤

1

12
−

1

8
−

1

12
+

1

8
൨ = 0. 

i.e. X & Y are uncorrelated. 
 
Example 9.7.12: Ten competitors in a musical test were ranked by the 
three judges A. B and C in the following order: 
 
Rank by A 1 6 5 10 3 2 4 9 7 8 
Rank by B 3 5 8 4 7 10 2 1 6 9 
Rank by C 6 4 9 8 1 2 3 10 5 7 
 

Using rank correlation method, discuss which pair of judges 
has the nearest approach to common liking in music. 

 
Solution: Here 𝑛 = 10 
 
           Total 

Rank 
by A 
(X) 

1 6 5 10 3 2 4 9 7 8  

Rank 
by B 
(Y) 

3 5 8 4 7 10 2 1 6 9  

Rank 
by C 
(Z) 

6 4 9 8 1 2 3 10 5 7  
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𝑑ଵ

= 𝑋
− 𝑌 

-2 1 -3 6 -4 -8 2 8 1 -1  

𝑑ଶ

= 𝑋
− 𝑍 

-5 2 -4 -2 2 0 1 -1 2 1  

𝑑ଷ

= 𝑌
− 𝑍 

-3 1 -1 -4 6 8 -1 -9 1 2  

𝑑ଵ
ଶ 4 1 9 36 1

6 
64 4 64 1 1 ∑𝑑ଵ

ଶ =
200 

𝑑ଶ
ଶ 25 4 16 4 4 0 1 1 4 1 ∑𝑑ଶ

ଶ =
60 

𝑑ଷ
ଶ 9 1 1 16 3

6 
64 1 81 1 4 ∑𝑑ଷ

ଶ =
214 

 
Then the rank correlation coefficients are 

𝜌(𝑋, 𝑌) = 1 −
6∑𝑑ଵ

ଶ

𝑛(𝑛ଶ − 1)
= 1 −

6 × 200

10 × 99
= 1 −

40

33
= −

7

33
 

𝜌(𝑋, 𝑍) = 1 −
6∑𝑑ଶ

ଶ

𝑛(𝑛ଶ − 1)
= 1 −

6 × 60

10 × 99
= 1 −

4

11
=

7

11
 

𝜌(𝑌, 𝑍) = 1 −
6∑𝑑ଷ

ଶ

𝑛(𝑛ଶ − 1)
= 1 −

6 × 214

10 × 99
= −

49

165
 

Since 𝜌(𝑋, 𝑍) is maximum, we conclude that the pair of judges 𝐴 and 
𝐶 has the nearest approach to common likings in music. 
 

9.8.SUMMARY: - 
In this unit we have studied that: how we can relate the 

variables in bivariate data. We have also studied the correlation 
coefficient for frequency bivariate distribution. Further we have 
studied rank correlation, even in the case when ranks are repeating. 
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9.9. GLOSSARY:- 
 
(i).  Bivariate data 
(ii). Scatter diagram 
(iii)Correlation Coefficient 
(iv)Rank Coefficient 

 

9.10.REFERENCE BOOKS:-  
 

1. S. C. Gupta and V. K. Kapoor, (2020), Fundamentals of 
mathematical statistics, Sultan Chand    & Sons. 

2. Seymour Lipschutz  and John J. Schiller, (2017), Schaum's 
Outline: Introduction to Probability and Statistics, McGraw 
Hill Professional. 

CHECK YOUR PROGRESS 

Problem1:. Correlation coefficient lies between -1 and +1. True\False 

Probelm2: If ρ (x, y) = +1, then there is a perfect negative correlation 
between x and y. True\False 
Probelm3: The correlation coefficient is independent of the change of 
origin and scale. True\False 
Probelm4: The correlation is perfect positive if r = ………. 
Probelm5: The correlation coefficient between x and a – x is………… 
Probelm6: If the amount of change in one variable tends to be a constant 
ratio to the amount of change in the other variable than the correlation is 
said to be………. 
Probelm7: The coefficient of correlation from the following points of 
observation (1, 3), (2, 2), (3, 5), (4, 4), (5, 6) is 
a) 1.8               b) 0.8               c) 0                d) -0.8 
Probelm8: The coefficient of correlation between x and y for the following 
data is 
X 65 66 67 67 68 69 70 72 
Y 67 68 65 68 72 72 69 71 
 

a) 0.604            b) 0.8              c) 1.604          d) 1      
 

Probelm9: From the data given below, the number of items n. 
 r = 0.5, ∑xy = 120, ∑x2 = 90, σy = 8, where x and y are deviations from 
arithmetic mean. 

a) 5               b) 8               c) 10                      d) 20 
 

Probelm10: There is no correlation between two variables  x and y if the 
value of ρ(x, y) =  
a) 1                        b) -1              c) 2                       d) 0 
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3. J. S. Milton and J. C. Arnold , (2003), Introduction to 
Probability and Statistics (4th Edition), Tata McGraw-Hill. 

4. https://www.wikipedia.org. 
 

9.11.SUGGESTED READINGS:-  
 

1. A.M. Goon,(1998), Fundamental of Statistics 7th 
Edition), 1998. 

2. R.V. Hogg and A.T. Craig, (2002), Introduction 
to Mathematical Statistics, MacMacMillan, 
2002. 

3. Jim Pitman, (1993), Probability, Springer-
Verlag. 

4. https://archive.nptel.ac.in/courses/111/105/1111
05090 
 

9.12.TERMINAL QUESTIONS:- 
 
TQ 9.12.1  The following are the marks obtained by 24  students in a 
class test of Statistics and Mathematics: 
 
Role No. of 
Students 

01 02 03 04 05 06 07 08 09 10 11 12 

Marks in 
Statistics 

15 00 01 03 16 02 18 05 04 17 06 19 

Marks in 
Mathematics 

13 01 02 07 08 09 12 09 17 16 06 18 

Roll No. of 
Students 

13 14 15 16 17 18 19 20 21 22 23 24 

Marks in 
Statistics 

14 09 08 13 10 13 11 11 12 18 09 07 

Marks in 
Mathematics 

11 03 05 04 10 11 14 07 18 15 15 03 

 
Prepare a correlation table taking the magnitude of each class 

interval as four marks and the first class interval as “equal to 0 and less 
than 4”. Calculate Karl’s Pearson’s coefficient of correlation between 
the marks in Statistics and marks in Mathematics from the correlation 
table. 
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TQ 9.12.3. The joint probability distribution of 𝑋 and 𝑌  is given 
below: 

 X: -1 +1 

Y:   

0  1

8
 

 

3

8
 

 

1 2

8
 

2

8
 

 

 
Find the correlation coefficient between 𝑋 and 𝑌. 
 

9.13 ANSWER:- 

 
Answer of Check your Questions:- 
 
CHQ.1 True           
CHQ.2 False             
CHQ.3 True           
CHQ.4 +1               
CHQ.5 -1 
CHQ.6Linear 
CHQ.7 b              
CHQ.8 a 
CHQ.9 c                     
CHQ.10 d    
 
Answer of Terminal Questions:- 
TQ9.12.1 0.5544 
TQ9.12.3 -0.2582 
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UNIT 10:-REGRESSION 
 

CONTENTS: 
 
10.1     Introduction 
10.2     Objectives 
10.3     Linear regression, Regression Coefficients and properties 
10.4     Angle between two lines of Regression 
10.5     Standard error of estimate or residual variance 
10.6 Curvilinear Regression & Regression Curves 
10.7     Regression Coefficients 
10.8     Solved Examples 
10.9 Summary  
10.10  Glossary 
10.11  References  
10.12  Suggested Readings 
10.13  Terminal Questions  
10.14  Answers  
 
 

10.1. INTRODUCTION:- 
 

The term “regression” literally means “stepping back towards 
the average”.  It was first used by a British biometrician Sir Francis 
Galton (𝟏𝟖𝟐𝟐 − 𝟏𝟗𝟏𝟏) in connection with the inheritance of stature. 
Galton found that the offspring of abnormally tall or short parents tend 
to “regress” or “step back” to the average population height. But the 
term “regression” as now used in Statistics is only a convenient term 
without having any reference to biometry.  Regression gives an idea of 
relationship between two or more variables. 
 

10.2.OBJECTIVES:- 
 
After studying this unit learner will be able to: 
 

1. Analyse the connection between two or more variables. 
2. Compute the line of regression. 
3. Compute the regression coefficients. 
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10.3.LINE OF REGRESSION, REGRESSION 
COEFFICIENTS AND PROPERTIES:- 
 
Definition. Regression analysis is a mathematical measure of the 
average relationship between two or more variables in terms of the 
original units of the data.  In regression analysis there are two types of 
variables. The variable whose value is influenced or is to be predicted 
is called dependent variable and the variable which influences the 
values or is used for prediction, is called independent variable. In 
regression analysis independent variable is also known as regressor or 
predictor or explanatory variable while the dependent variable is also 
known as regressed or explained variable. 
 
Lines of Regression.   If the variable in a bivariate distribution are 
related, we will find that the points in the scatter diagram will cluster 
round some curve called the “curve of regression”.   If the curve is a 
straight line, it is called the line of regression and there is said to be 
linear regression between the variables, otherwise regression is said to 
be curvilinear. The line of regression is the line which gives the best 
estimate to the value of one variable for any specific value of the other 
variable.  Thus, the line of regression is the line of “best fit” and is 
obtained by the principles of least squares. 
 
 Let us suppose that in the bivariate distribution (x୧, y୧); i =
1,2, … , n; Y is dependent variable and  X is dependent variable. Let the 
line of regression of   Y  on   X   be    Y = a + bX. 
According to the principle of least squares, the normal equations for 
estimating a and b  are  

෍ y୧

୬

୧ୀଵ

= na + b ෍ 𝒙𝒊

𝒏

𝒊ୀ𝟏

                                                    … . (𝟏𝟎. 𝟑. 𝟏) 

෍ x୧

୬

୧ୀଵ

y୧ = a ෍ x୧

୬

୧ୀଵ

+ b ෍ x୧
ଶ

୬

୧ୀଵ

                                                  . (𝟏𝟎. 𝟑. 𝟐) 

 
After dividing by n in the first equation, we get 

yത = a + bxത                                                    … . (𝟏𝟎. 𝟑. 𝟐𝐚) 
 
Thus, the line of regression of Y and X passes through the point (xത, yത). 

Now, μଵଵ = Cov(X, Y) =
ଵ

୬
∑ x୧

୬
୧ୀଵ y୧ − xതyത.  This gives 

1

n
෍ x୧

୬

୧ୀଵ

y୧ = μଵଵ + xതyത                 … . (𝟏𝟎. 𝟑. 𝟑) 

 

Also, σ୶
ଶ =

ଵ

୬
∑ x୧

ଶ୬
୧ୀଵ − xതଶ 

Therefore, 
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1

n
෍ x୧

ଶ

୬

୧ୀଵ

=  σ୶
ଶ + xതଶ                                                     … . (𝟏𝟎. 𝟑. 𝟒) 

 
Dividing  (10.3.1) by  and using (10.3.3) and (10.3.4),  we get 

μଵଵ + xതyത = axത + b(σxଶ + xതଶ)                … … … … … . . (𝟏𝟎. 𝟑. 𝟓) 
 
Multiplying (10.3.2a) by xത and then subtracting from (10.3.5), we get 

μଵଵ = bσ୶
ଶ 

And hence,    b =
ஜభభ

஢౮
మ. Since  ‘b’  is the slope of the line of regression 

of  Y on X  and since the line of regression passes through the point 
(xത, yത),  its equation is 

Y − yത = b(X − xത)   =   
μଵଵ

σ୶
ଶ

(X −  xത)         … … … . . (𝟏𝟎. 𝟑. 𝟔) 

 
i.e.                         𝑌 − 𝑦ത = 𝑟

ఙ೤

ఙೣ
(𝑋 − 𝑥̅)           … … … … . . . (𝟏𝟎. 𝟑. 𝟔𝐚) 

 Starting with the equation X = A + BY   and proceeding 
similarly or by simply interchanging the variables X and Y  in (10.3.6)  
and (10.3.6a), the equation of the line  of regression of X  on Y  
becomes X − xത =

ஜభభ

஢౮
మ

(Y −  yത),X − xത = r
஢౮

஢౯
(Y −  yത) 

Question 10.3.1: Using the least square method obtain the equation of 
line of regression of Y on X. 
 
Solution:  The straight line is  defined  by 

Y = a + bX 
And satisfying the residual (least square) condition 

S = E[(Y − a − bX)ଶ] = Minimum 
For variations in aand b, is called th line of regression of Y  and  X. 
 The necessary and sufficient conditions for a minima of 
S, subject to variations in a and b are: 

(i) 
பୗ

பୟ
= 0,

பୗ

பୠ
= 0  and 

(ii) ∆= ቮ

பమୗ

பୟమ

பమୗ

பୟ பୠ

பమୗ

பୠ  பୟ

பమୗ

பୠమ

ቮ > 0  and  
பమୗ

பୟమ > 0 

Using condition (i), we get 
∂S

∂a
= −2E[ Y − a − bX] = 0 

∂S

∂b
= −2E[ Y − a − bX] = 0 

This gives, E(Y) = a + bE(X)and    E(XY) = aE(X) + bE(Xଶ). The 
first equation implies that the line of regression of Yon X, passes 
through the point (E(X), E(Y)). 
Multiplying E(Y) = a + bE(X)by E(X) and subtracting 
from  E(XY) = aE(X) + bE(Xଶ), we get 

E(XY) − E(X)E(Y) = b[E(Xଶ) − [E(X)]ଶ]. 
This gives, Cov(X, Y) = b. σ୶

ଶ  and consequently, 
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b =
Cov(X, Y)

σ୶
ଶ 

=
rσ୷

σ୶
 

Using above equation and subtracting E(Y) = a + bE(X)from Y = a +
bX, we get required equation of line of regression: 

Y − E(Y) =
Cov(X, Y)

σ୶
ଶ 

൫X −  E(X)൯ 

i.e.  Y − E(Y) =
୰஢౯

஢౮
൫X −  E(X)൯ 

CYP 10.3.1: Using the least square method obtain the equation of line 
of regression of X on Y. 

(Hint: The straight line defined by E = A + BYand satisfying the 
residual condition 

E[X − A − BY]ଶ =Minimum,  
for the variable A and B, is called the line of regression of  X  on 
Y.) 

Remarks 10.3.1.(i) We note that
பమୗ

பୟమ = 2 (+ve),
பమୗ

பୠమ = 2E(Xଶ)and  
பమୗ

பୟ பୠ
= 2E(X). Which give 

∆=
∂ଶS

∂aଶ

∂ଶS

∂bଶ
− ቆ

∂ଶS

∂a ∂b
ቇ

ଶ

 

 
= 4[E(Xଶ) − (E(X))ଶ] = 4 σ୶

ଶ > 0 
Hence the solution of the least square equations provides a minima of 
  S  . 
 (ii) The regression equation implies that the line of regression 
of Y on X  passes through the point  (xത, yത). Similarly that the line of 
regression of X  on Y also passes through the point (xത, yത). Hence both 
the lines of regression pass through the point (xത, yത).  In other words, the 
mean values (xത, yത) can be obtained as the point of intersection of the 
two regression lines. 
 
 (iii) There are always two lines of regression, one of Y on X 
and the other of Xon Y. The line of regression of Y on X  is used to 
estimate or predict the value of Y for any given value of X, i.e., when 
Y is a dependent variable and X is an independent variable. The 
estimate so obtained will be best in the sense that it will have the 
minimum possible error as defined by the principle of least squares. 
We can also obtain an estimate of X for any given value of Y by using 
regression line Y on X, but the estimated value obtained will not be 
best since regression line Y on X is obtained on minimising the sum of 
the squares of errors of estimates in Y and not in X. Hence to estimate 
or predict X for any given value of Y, we use the regression line of X on 
Y, which is derived on minimising the sum of the squares of errors of 
estimates in X. Here X is a dependent variable and Y is an independent 
variable. The two regression equations are not reversible or 
interchangeable because of the simple reason that the basis and 
assumptions for deriving these equations are quite different. The 
regression equation of Y on X is obtained on minimizing the sum of the 
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squares of the errors parallel to the Y -axis while the regression 
equation of X on Y is obtained on minimising the sum of squares of the 
errors parallel to the X -axis. In a particular case of perfect correlation, 
positive or negative, i.e., r=± 1, the equation of line of regression of Y 
on X becomes: 

Y − yത = ±
σ୷

σ୶

(X − xത) 

This implies that 
Y − yത

σ୷
= ± ൬

X − xത

σ୶
൰ 

Similarly, the equation of  the line of regression of X  on Y becomes : 

X − xത = ±
σ୷

σ୶

(Y − yത) 

i.e. 
Y − yത

σ୷
= ± ൬

X − xത

σ୶
൰ 

 
Which are same in both situations. Hence in case of perfect correlation, 
(r =  ± 1), both the lines of regression coincide. Therefore, in general, 
we always have two lines of regression except in the particular case of 
perfect correlation when both the lines coincide and we get only one 
line. 
 

10.4.ANGLE BETWEEN TWO LINES OF 
REGRESSION:- 
 
Equations of the lines of regression of  𝑌 on 𝑋, and  𝑋  on 𝑌  are 

                    𝑌 − 𝑦ത = 𝑟.
ఙ೤

ఙೣ
(𝑋 − 𝑥̅)and𝑋 − 𝑥̅ = 𝑟.

ఙೣ

ఙ೤
(𝑌 − 𝑦ത) 

Slopes of  these lines are 𝑟.
ఙ೤

ఙೣ
and 

ఙ೤

௥.ఙೣ
  respectively, If   ϴ is the angle 

between the two lines of regression then 

𝑡𝑎𝑛𝛳 =
𝑟.

𝜎௬

𝜎௫
~

𝜎௬

𝑟. 𝜎௫

1 + 𝑟.
𝜎௬

𝜎௫
 .

𝜎௬

𝑟. 𝜎௫

=
𝑟ଶ~1

𝑟
ቆ

𝜎௫𝜎௬

𝜎௫
ଶ + 𝜎௬

ଶ
ቇ 

=
1 − 𝑟ଶ

𝑟
ቆ

𝜎௫𝜎௬

𝜎௫
ଶ + 𝜎௬

ଶ
ቇ (∴ 𝑟ଶ ≤ 1) 

∴   𝜃 = tanିଵ ቊ
1 − 𝑟ଶ

𝑟
ቆ

𝜎௫𝜎௬

𝜎௫
ଶ + 𝜎௬

ଶ
ቇቋ 

Case  (i)    if 𝑟 = 0, tan 𝜃 = ∞ ⟹ 𝜃 =
గ

ଶ
. Thus if the two variables are 

uncorrelated, the lines of regression become perpendicular to each 
other. 
Case  (ii)        if  𝑟 = ±1,  tan 𝜃 = ∞ ⟹ 𝜃 = 0 or 𝜋. 
  
 In this case the two lines of regression either coincide or they 
are parallel to each other.  But since both the lines of regression pass 
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through the point (𝑥̅, 𝑦ത) , they cannot be parallel.  Hence in the case of 
perfect correlation, positive or negative, the two lines of regression 
coincide. 
Remarks  10.4.1.(i)    Whenever two lines intersect, there are two 
angles between them, one acute angle and the other obtuse angle. 
Further tan 𝜃 > 0  if 0 < 𝜃 <

గ

ଶ
, 𝑖. 𝑒. , 𝜃  is an acute angle and 

tan 𝜃 < 0  if    
గ

ଶ
< 𝜃 < 𝜋, 𝑖. 𝑒. , 𝜃  is an obtuse angle and since 

0 < 𝑟ଶ < 1 , the acute angle (𝜃ଵ) and abuse angle 𝜃ଶ between the two 
lines of regression are given by 

𝜃ଵ = Acute angle = tanିଵ ቊ
𝜎௫𝜎௬

𝜎௫
ଶ + 𝜎௬

ଶ
 .

1 − 𝑟ଶ

𝑟
ቋ , 𝑟 > 0 

and     𝜃ଶ = Obtuse angle = tanିଵ ቊ
𝜎௫𝜎௬

𝜎௫
ଶ + 𝜎௬

ଶ
 .

𝑟ଶ − 1

𝑟
ቋ , 𝑟 > 0 

(ii)  When  𝑟 = 0, 𝑖. 𝑒.,   variables 𝑋 and  𝑌  are uncorrelated, then the 
lines of regressions of 𝑌 on  𝑋    and  𝑋 on  𝑌are  given respectivel by   
𝑌 = 𝑌തand   𝑋 = 𝑋ത. 
(iii)   The fact that if 𝑟 = 0 (variables uncorrelated), the two lines of 
regression are perpendicular to each. And if   𝑟 = ±1,  𝜃 = 0, 𝑖. 𝑒.,  the 
two lines coincide, leads us to the conclusion that for higher degree of 
correlation between the variables the angle between the lines is 
smaller, 𝑖. 𝑒.,   the two lines of regression are nearer to each other. On 
the other hand, if the lines of regression make a larger angle, they 
indicate a poor degree of correlation between the variables and 
ultimately for 𝜃 =

గ

ଶ
  , 𝑟 = 0 𝑖. 𝑒.,   the lines become perpendicular if 

no correlation exists between the variable. Thus, by plotting the lines 
of regression on a graph paper, we can have an approximate idea about 
the degree of correlation between the two variables under study. 
 
 

10.5. STANDARD ERROR OF ESTIMATE OR 
RESIDUAL VARIANCE:- 
 
The equation of the line of regression of 𝑌 on 𝑋 is 
 

𝑌 = 𝑌ത + 𝑟
𝜎௬

𝜎௫
(𝑋 − 𝑋ത) 

In other words, 
௒ି௒ത

ఙ೤
= 𝑟 ቀ

௑ି௑ത

ఙೣ
ቁ 

The residual variance  𝑆௬
ଶ is the expected value of the squares 

of deviations of te observed values of  𝑌 from the expected values as 
given by the line of regression of 𝑌 on 𝑋. Thus, 

𝑆௬
ଶ = 𝐸 ቈቊ𝑌ത + 𝑟 𝜎௬ ቆ𝑋 −

𝑋ത

𝜎௫
ቇቋ቉

ଶ

 

= 𝜎௬
ଶ𝐸 ቊ

𝑌 − 𝑌ത

𝜎௬
= 𝑟 ቆ

𝑋 − 𝑋ത

𝜎𝑥
ቇቋ

ଶ

= 𝜎௬
ଶ𝐸(𝑌∗ − 𝑟𝑋∗)ଶ 
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Where 𝑌∗and 𝑋∗ are standardized variates so that 
E(𝑋∗ଶ) = 1 = E(𝑌∗ଶ) and E(𝑋∗𝑌∗) = 𝑟. 
∴            𝑆௬

ଶ = 𝜎௬
ଶ[𝐸൫𝑌∗ଶ൯ + 𝑟ଶ𝐸(𝑋∗ଶ) − 2𝑟𝐸(𝑋∗𝑌∗)]

=  𝜎௬
ଶ(1 − 𝑟ଶ) 

𝑆௬ =  𝜎௬(1−𝑟ଶ)
ଵ
ଶ 

Similarly, the standard error of estimate of 𝑋 is given by 

𝑆௫ =  𝜎௫(1−𝑟ଶ)
ଵ
ଶ 

Remarks 10.5.1(i)  Since𝑆௫
ଶ  or  𝑆௬

ଶ ≥ 0 it follows that 
(1 − 𝑟ଶ) ≥ 0 ⟹ |𝑟| ≤ 1 

Hence                                     −1 ≤ 𝑟(𝑋, 𝑌) ≤ 1 
(ii) If   r=±1, 𝑆௫ = 𝑆௬ = 0  so that each deviation is zero, and 

the two lines of regression ore coincident. 
(iii)  Since, as 𝑟ଶ → 1, 𝑆௫  and 𝑆௬ → 0, it follows that departure 

of the value 𝑟ଶ from unity indicates the departure of the relationship 
between the variables 𝑋 and 𝑌  from linearity. 

(iv)  From the definition of linear regression, the minima 
condition implies that𝑆௫or𝑆௬ is the minimum variance. 

 

10.6.CURVILINEAR REGRESSION & 
REGRESSION CURVES:- 
 
Regression Curves. In modern terminology, the conditional mean 
𝐸(𝑌 | 𝑋 =  𝑥) for a continuous distribution is called the regression 
function of 𝑌 on 𝑋 and the graph of this function of 𝑥 is known as the 
regression curve of 𝑌 on 𝑋 or sometimes the regression curve for the 
mean of 𝑌. Geometrically, the regression function represents the 𝑦 co-
ordinate of the centre of mass of the bivariate probability mass in the 
infinitesimal vertical strip bounded by 𝑥 and 𝑥 + 𝑑𝑥. 
 Similarly, the regression function of 𝑋 on 𝑌 is 𝐸(𝑋| 𝑌 =  𝑦) 
and the graph of this function of  𝑦 is called the regression curve (of 
the mean) of 𝑋 on 𝑌. 
 In case a regression curve is a straight line, the corresponding 
regression is said to be linear. If one of the regressions is linear, it does 
not however follow that the other is  also  linear.  
 
Theorem10.6.1 .   Let(𝑋, 𝑌) be a two-dimensional random variable 
with 𝐸(𝑋) = 𝑋,ഥ  𝐸(𝑌) = 𝑌ത, 𝑉(𝑋) = 𝜎௑

ଶ, 𝑉(𝑌) = 𝜎௒
ଶand let𝑟 =

𝑟(𝑋, 𝑌) be the correlation coefficient between 𝑋 and 𝑌.   𝐼𝑓 the 
regession of 𝑌 on 𝑋 is linear then 

𝐸(𝑌 | 𝑋 ) = 𝑌ത + 𝑟
𝜎௬

𝜎௫

(𝑋 − 𝑋ത) 

Similarly, If the regression of 𝑋 on 𝑌 is linear, then 

𝐸(𝑋|𝑌) = 𝑋ത +  𝑟
𝜎௫

𝜎௬

(𝑌 − 𝑌ത) 

Proof. Let the regression equation 𝑌 on 𝑋 be 
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𝐸(𝑌|𝑥) = 𝑎 + 𝑏𝑥                                        … . (𝟏𝟎. 𝟔. 𝟏) 
But by definition, 

𝐸(𝑌|𝑥) = න 𝑦𝑓(𝑦|𝑥)𝑑𝑦 = න 𝑦
𝑓(𝑥, 𝑦)

𝑓௫(𝑥)
𝑑𝑦

ஶ

ିஶ

ஶ

ିஶ

 

∴                                             
1

𝑓௫(𝑥)
න 𝑦𝑓(𝑥, 𝑦)𝑑𝑦 = 𝑎 + 𝑏𝑥

ஶ

ିஶ

 

Multiplying both sides of (2) by 𝑓௫(𝑥) and integrating w.r.t. 𝑥,  we get 

න න 𝑦𝑓(𝑥, 𝑦)𝑑𝑦𝑑𝑥 = 𝑎 න 𝑓௫(𝑥)
ஶ

ିஶ

𝑑𝑥 + 𝑏
ஶ

ିஶ

ஶ

ିஶ

න 𝑥𝑓௫(𝑥)𝑑𝑥
ஶ

ିஶ

 

This gives, 

න 𝑦   [න 𝑓(𝑥, 𝑦)𝑑𝑥]𝑑𝑦 = 𝑎 + 𝑏𝐸(𝑋)
ஶ

ିஶ

ஶ

ିஶ

 

This implies that, 

න 𝑦𝑓௬(𝑦)
ஶ

ିஶ

𝑑𝑦 = 𝑎 + 𝑏𝐸(𝑋) 

𝑖. 𝑒. ,                       𝐸(𝑌) = 𝑎 + 𝑏𝐸(𝑋)) or𝑌ത = 𝑎 + 𝑏𝑿ഥ . . (𝟏𝟎. 𝟔. 𝟐) 
 
Multiplying both sides of (2) by 𝑥𝑓௫(𝑥) and integrating w.r.t. 𝑥, we get 

න න 𝑥𝑦(𝑥, 𝑦)𝑑𝑦𝑑𝑥 = 𝑎 න 𝑥𝑓௫(𝑥)
ஶ

ିஶ

𝑑𝑥 + 𝑏
ஶ

ିஶ

ஶ

ିஶ

න 𝑥ଶ𝑓௫(𝑥)𝑑𝑥
ஶ

ିஶ

 

This implies that, 
                                        𝐸(𝑋𝑌) = 𝑎𝐸(𝑋) + 𝑏𝐸(𝑋ଶ) 
Since,   𝜇ଵଵ = 𝐸(𝑋𝑌) − 𝐸 (𝑋)𝐸(𝑌)  = 𝐸(𝑋𝑌) −  𝑋ത 𝑌ഥ and 𝜎௫

ଶ =
𝐸(𝑋ଶ) − {𝐸(𝑋)}ଶ = 𝐸(𝑋ଶ) − 𝑋തଶ, therefore above equation 
becomes: 
                                     𝜇ଵଵ + 𝑋 ഥ 𝑌ത = 𝑎𝑋ത + 𝑏(𝜎௫

ଶ + 𝑋തଶ)    … . (𝟏𝟎. 𝟔. 𝟑) 
Solving (10.6.2) and (10.6.3) simultaneously, we get 

𝑏 =  
𝜇ଵଵ

𝜎௫
ଶ

  𝑎𝑛𝑑 𝑎 =  𝑌ഥ −
𝜇ଵଵ

𝜎௫
ଶ

𝑋ത 

Substituting in (10.6.1) and simplifying, we get the required equation 
of the line of regression 𝑌 on 𝑋  as  

𝐸(𝑌 | 𝑥 ) =  𝑌ഥ +
𝜇ଵଵ

𝜎௫
ଶ

(𝑥 − 𝑋ത) 

Hence, 

𝐸(𝑌 | 𝑋) =  𝑌ഥ +
ఓభభ

ఙೣ
మ

(𝑋 − 𝑋ത) or 𝐸(𝑌 | 𝑋) =  𝑌ഥ + 𝑟
ఙ೤

ఙೣ
(𝑋 − 𝑋ത). 

Similarly, by starting with the line 𝐸(𝑋 | 𝑦) = 𝐴 + 𝐵𝑦 and proceeding 
similarly we shall obtain the equation of the line of regression of 𝑋 on 
𝑌  𝑎𝑠 𝐸(𝑋 | 𝑌) = 𝑋ത +

ఓభభ

ఙೣ
మ

(𝑌 −  𝑌ഥ ) = 𝑋ത + 𝑟
ఙೣ

ఙ೤
(𝑌 −  𝑌ഥ ). 

 

10.7. REGRESSION COEFFICIENTS:- 
 
 The slope of the line of regression of 𝑌 on 𝑋  is also called 
the coefficient of regression of 𝑌on 𝑋. It represents the increment in 
the value of dependent variable 𝑌 corresponding to a unit change in the 
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value of independent variable  .  More precisely, we write Regression 
coefficient of Y on X as 𝑏௬௫. i.e. 

𝑏௬௫ =
𝜇ଵଵ

𝜎௫
ଶ

= 𝑟
𝜎௫

𝜎௬
                                … . (𝟏𝟎. 𝟕. 𝟏) 

 Similarly, the coefficient of regression of 𝑋 on 𝑌  indicates 
the change in the value of variable 𝑋 corresponding to a unit change in 
the value of variable 𝑌 and is given by 

𝑏௫௬ =
𝜇ଵଵ

𝜎௬
ଶ

= 𝑟
𝜎௬

𝜎௫
                                … . (𝟏𝟎. 𝟕. 𝟐) 

 
Problem (10.7.1):Correlation coefficient is the geometric mean 
between the regression coefficients. 
 
Solution: Multiplying  equations (10.7.1)  and  (10.7.2), we get 

 𝑏௫௬ × 𝑏௬௫ = 𝑟
ఙೣ

ఙ೤
 ×  𝑟

ఙ೤

ఙೣ
= 𝑟ଶ 

∴                          𝑟 = ±ට𝑏௫௬ × 𝑏௬௫ 

 
Remark (10.7.1).  We have𝑟 =

ఓభభ

ఙೣ .ఙೣ
, 𝑏௬௫ =  

ఓభభ

ఙೣ
మ
and  𝑏௫௬ =

ఓభభ

ఙ೤
మ
. It 

may be noted that the sign of correlation coefficient is the same as that 
of regression coefficients, since the sign of each depends upon the co-
variance term 𝜇ଵଵ.  Thus, if the regression coefficients ae positive, ‘r’ 
is positive and if the regression coefficients are negative ‘r’ is negative. 
 
Problem (10.7.2): If one of the regression coefficients is greater than 
unity, the other must be less than unity. 
 
Solution: Let one of the regression coefficients (say) b୷୶ be greater 
than unity, then we have to show that  b୶୷ < 1. Now,𝑏௬௫ > 1 

Hence,
ଵ

௕೤ೣ
< 1 Also, we know that𝑟ଶ ≤ 1   which means 𝑏௫௬  .  𝑏௬௫ ≤

1Thus,𝑏௫௬   ≤
ଵ

௕೤ೣ
< 1. 

 
Problem (10.7.3): Arithmetic mean of the regression coefficients is 
greater than the correlation coefficient r, provided  r> 0. 

Solution:   We have to prove that 
ଵ

ଶ
(𝑏௬௫ + 𝑏௫௬) ≥ 𝑟 

or      
ଵ

ଶ
൬𝑟

ఙ೤

ఙೣ
+ 𝑟

ఙೣ

ఙ೤
൰ ≥ 𝑟    or    

ఙ೤

ఙೣ
+

ఙೣ

ఙ೤
≥ 2                                               

(∴ 𝑟 > 0) 
This implies that 

𝜎௬
ଶ + 𝜎௫

ଶ − 2 𝜎௬𝜎௫ ≥ 0         𝑖. 𝑒. ,   (𝜎௬ − 𝜎௫)ଶ ≥ 0 
Which is always true, the square of a real quantity is ≥ 0. 
 
Problem (10.7.4): Show that r egression coefficients are independent 
of the change of origin but not  of scale. 
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Solution: Let  𝑈 =
௑ି௔

௛
,   𝑉 =

௒ି௕

௞
⟹         𝑋 = 𝑎 + ℎ𝑈, 𝑌 = 𝑏 + 𝑘𝑉. 

Where  𝑎, 𝑏, ℎ, = (> 0)and  𝑘(> 0) are constant. 
 Then Cov (𝑋, 𝑌) = ℎ𝑘  Cov (𝑈, 𝑉), 𝜎௫

ଶ = ℎଶ𝜎௨
ଶ       and  

𝜎௬
ଶ = 𝑘ଶ𝜎௩

ଶ 

𝑏௬௫ =
𝜇ଵଵ

𝜎௫
ଶ

=
ℎ𝑘  Cov(𝑈, 𝑉)

ℎଶ𝜎௨
ଶ

 

=
𝑘

ℎ
.  

Cov(𝑈 , 𝑉)

𝜎௨
ଶ

=
𝑘

ℎ
𝑏௩௨ 

Similarly, we can show that 

𝑏௫௬ = ൬
ℎ

𝑘
൰ 𝑏௨௩. 

 

10.8. SOLVED EXAMPLES: - 
 
Example  10.8.1.  Obtain the equations of the lines of regression for 
the following data.  Also obtain the estimate of 𝑋 for 𝑌 = 70. 
 
 
X:   65              66                 67              68           69        70           72 
Y:   67              68                 65              68           72        69           71 
 
Solution.  Let  𝑈 = 𝑋 − 68  and 𝑉 = 𝑌 − 69, then Uഥ = 0, Vഥ = 0,
𝜎௎

ଶ = 4.5, 𝜎௩
ଶ = 5.5  Cov(𝑈, 𝑉) = 3 and 𝑟(𝑈, 𝑉) = 0.6.Since 

correlation coefficient is independent of change of origin, we get 

𝑟 = 𝑟(𝑋, 𝑌) = 𝑟(𝑈, 𝑉) = 0.6.We know that If  𝑈 =
௑ି௔

௛
 , 𝑉 =

௒ି௕

௞
,  

then 𝑋ത = 𝑎 + ℎ𝑈ഥ, 𝑌ത = 𝑏 + 𝑘𝑉ത, 𝜎𝑥 = ℎ 𝜎𝑦   and  𝜎𝑦 = 𝑘𝜎𝑦 
In our case ℎ = 𝑘 = 1, 𝑎 = 68  and  𝑏 = 69 𝜎௑ = 𝜎௎ = √4.5 =

2.12   and𝜎௒ = 𝜎௏ = √5.5 = 2.35 Equation of line of regression 𝑌  

on  𝑋  is 𝑌 = 𝑌ത = 𝑟
ఙ೤

ఙೣ
(𝑋 − 𝑋ത) 𝑖. 𝑒. ,   𝑌 = 69 + 0.6 ×

ଶ.ଷହ

ଶ.ଵଶ
(𝑋 − 68) 

Hence, 𝑌 = 0.665𝑋 + 23.78 Equation of line of regression of 𝑋  on 𝑌  

is 𝑋 − 𝑋ത = 𝑟
ఙೣ

ఙ೤
(𝑌 − 𝑌ത) This gives,        𝑋 = 68 + 0.6 ×

ଶ.ଵଶ

ଶ.ଷହ
(𝑌 −

69) i. e. 𝑋 = 0.54𝑌 + 30.74.To estimate 𝑋  for given 𝑌,we use the line 
of regression of 𝑋 on 𝑌. If𝑌 = 70, estimated value of 𝑋  is given by 
𝑋෠ = 0.54 × 70 + 30.74 = 68.54.Where 𝑋෠ is estimate of 𝑋,for𝑌 = 70. 
 
Example  10.8.2.In a partially destroyed laboratory record of an analysis 
of correlation data, the following results only are legible: 
Variance of X = 9. Regression equations ∶ 8X − 10Y + 66 = 0, 40X −
18Y = 214. What were, (i)  the mean value of X  and Y   (ii)  the 
correlation coefficient between X  and Y , and (iii)  the standard 
deviation of Y? 
 
Solution  (𝑖)  Since both the lines of regression pass through the point 
(𝑋ത, 𝑌ത),  we have 8𝑋ത − 10𝑌ത + 66 = 0, and  40𝑋ത − 18𝑌ത = 214. Solving 
these, we get 𝑋ത = 13, 𝑌ത = 17. 
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(𝑖𝑖)Let 8𝑋 − 10𝑌 + 66 = 0and  40𝑋 − 18𝑌 = 214 be the lines of 
regression of 𝑌  on  𝑋   and 𝑋 and 𝑌   respectively. These equations can 

be put in the form:𝑌 =
଼

ଵ଴
𝑋 +

଺଺

ଵ଴
and 𝑋 =

ଵ଼

ସ଴
𝑌 +

ଶଵସ

ସ଴
 

∴             𝑏௬௫ = Regression coefϐicient of  𝑌 on 𝑋 =
8

10
=

4

5
 

and        𝑏௫௬ =  Regression coefϐicient of  𝑋 on 𝑌 =
ଵ଼

ସ଴
=

ଽ

ଶ଴
 

Hence        𝑟ଶ = ±
ଷ

ହ
= ±0.6 

But since both the regression coefficients are positive, we take 
𝑟 = +0.6 
 
(𝑖𝑖𝑖)We have 𝑏௬௫ = 𝑟

ఙೣ

ఙ೤
 

This implies that 
ସ

ହ
=

ଷ

ହ
×

ఙ೤

ଷ
. Hence 𝜎௬ = 4. 

 
Remarks.10.8.1. (a)   It can be verified that the values of 𝑋ത =
13  and𝑌ത = 17 as obtained in part (i ) satisfy both the regression 
equations. In numerical problems of this type, this check should 
invariably be applied to ascertain the correctness of the answer. 
(b)  If we had assumed that 8𝑋 − 10𝑌 + 66 = 0 , is the equation of the 
line of regression of 𝑋 on 𝑌 and 40𝑋 − 18𝑌 = 214  is the equation of 
line of regression of 𝑌 on 𝑋 , then we get respectively: 8𝑋 = 10𝑌 −

66 and 18𝑌 = 40𝑋 − 214 i.e.  𝑋 =
ଵ଴

଼
𝑌 −

଺଺

଼
and 𝑌 =

ସ଴

ଵ଼
𝑋 −

ଶଵସ

ଵ଼
 

After comparing we get,                       𝑏௫௬ =
ଵ଼

଼
  and 𝑏௬௫ =

ସ଴

ଵ଼
 

∴ 𝑟ଶ =  𝑏௫௬. 𝑏௬௫ =
ଵ଴

଼
×

ସ଴

ଵ଼
= 2.78. 

But since 𝑟ଶalways lies between 0 and  1, our supposition is wrong. 
 
Example  10.8.3.Find the most likely price in Bombay corresponding 
to the price of  Rs. 70 at Calcutta from the following: 
 
 
 Calcutta Bombay 

Average  Price 65 67 
Standard deviation 2.5 3.5 

 
Correlation coefficient between the prices of commodities in the two 
cities is 0.8. 
 
Solution.   Let the prices (in Rupees), in Bombay and Calcutta be 
denoted by𝑌 and 𝑋  respectively. Then we are given 
𝑋ത = 65, 𝑌ത = 67, 𝜎௫ = 2.5, 𝜎௬ = 3.5 and 𝑟 = 𝑟(𝑋, 𝑌) = 0.8,  we want 
𝑌 for 𝑋 = 70. Thus, the line of  regression of 𝑌 on 𝑋  is:    𝑌 − 𝑌ത =

𝑟.
ఙ೤

ఙೣ
(𝑋 − 𝑋ത)  𝑌 = 67 + 0.8 ×

ଷ.ହ

ଶ.ହ
(𝑋 − 65). When 𝑋 = 70,          𝑌෠ =

67 + 0.8 ×
ଷ.ହ

ଶ.ହ
(70 − 65) = 72.6. 
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Example 10.8.4.Can Y=5+2.8X  and X=3-0.5Y be the estimated 
regression equations of Y on X and X on Y respectively?  Explain your 
answer with suitable theoretical arguents. 
Solution.  Line of regression Y on X ,𝑌 = 5 + 2.8𝑋  gives 𝑏௬௫ =

2.8 .And line of regression of X on Y, 𝑋 = 3 − 0.5𝑌  gives 𝑏௫௬ =

−0.5. Which is not possible, since each of the regression 
coefficients 𝑏௬௫ and 𝑏௫௬ must have the same sign. 
 
Example 10.8.5.  Given 

𝑓(𝑥, 𝑦) = 𝑥𝑒ି௫(௬ାଵ); 𝑥 ≥ 0, 𝑦 ≥ 0, 
Find the regression curve of  Y on X. 
Solution. Marginal  p.d.f.  of 𝑋 is given by𝑓ଵ(𝑥) = ∫ 𝑓(𝑥, 𝑦)𝑑𝑦 =

ஶ

଴

∫ 𝑥𝑒ି௫(௬ାଵ)ஶ

଴
𝑑𝑦 = 𝑥𝑒ି௫ ∫ 𝑒ି௫௬ஶ

଴
𝑑𝑦 = 𝑥𝑒ି௫ ቚ

௘షೣ೤

ି௫
ቚ

଴

ஶ

= 𝑒ି௫, 𝑥 ≥ 0 

Conditional p.d.f. of 𝑌 𝑜𝑛 𝑋 is given by 

𝑓(𝑦|𝑥) =
𝑓(𝑥, 𝑦)

𝑓ଵ(𝑥)
=

𝑥𝑒ି௫(௬ାଵ)

𝑒ି௫
= 𝑥𝑒ି௫௬, 𝑦 ≥ 0. 

The regression cure of 𝑌 𝑜𝑛 𝑋 is given by 

𝑦 = 𝐸(𝑌|𝑋 = 𝑥) = න 𝑦 𝑓(𝑦|𝑥)𝑑𝑦 = න 𝑦𝑥𝑒ି௫௬
ஶ

଴

ஶ

଴

𝑑𝑦 

= 𝑥[ฬ
𝑦𝑒ି௫

−𝑥
ฬ

଴

ஶ

+ න
𝑒ି௫௬

−𝑥
𝑑𝑦  ] = 0 + ฬ

𝑒ି௫௬

−𝑥
ฬ

଴

ஶஶ

଴

=
1

𝑥
 

𝑖. 𝑒. ,                      𝑦 =
ଵ

௫
. Which is same as   𝑥𝑦 = 1. Which is the 

equation of a rectangular hyperbola. Hence the regression of  𝑌 𝑜𝑛 𝑋 is 
not linear. 
 
Example  10.8.6.   Obtain the regression equation of 𝑌 𝑜𝑛 𝑋 for the 
following distribution : 

𝑓(𝑥, 𝑦) =
𝑦

(1 + 𝑥)ସ
exp ቀ−

𝑦

1 + 𝑥
ቁ ;  𝑥, 𝑦 ≥ 0 

Solution.   Marginal p.d.f. of 𝑋 is given by 

𝑓ଵ(𝑥) = න 𝑓(𝑥, 𝑦)𝑑𝑦 =
1

(1 + 𝑥)ସ
න 𝑦𝑒ି

௬
ଵା௫

ஶ

଴

ஶ

଴

𝑑𝑦 

=
1

(1 + 𝑥)ସ
 . Г2 . (1 + 𝑥)ଶ 

=
1

(1 + 𝑥)ଶ
; 𝑥 ≥ 0 

The conditional p.d.f. of  𝑌(for given 𝑋) is 

𝑦 = 𝐸(𝑌|𝑋) = න 𝑦𝑓(𝑦|𝑥)𝑑𝑦 =
ஶ

଴

1

(1 + 𝑥)ଶ
exp ቀ−

𝑦

1 + 𝑥
ቁ ; 𝑦 ≥ 0 

Regression equation of  𝑌 on 𝑋 is given by 

𝑦 = 𝐸(𝑌|𝑋) = න 𝑦𝑓(𝑦|𝑥) 𝑑𝑦 =
ஶ

଴

1

(1 + 𝑥)ଶ
න 𝑦ଶ𝑒ି

௬
ଵା௫

ஶ

଴

𝑑𝑥 

=
1

(1 + 𝑥)ଶ
 . Г3 . (1 + 𝑥)ଷ                

  𝑦 = 2 (1 + 𝑥)   [∵ Г3 = 2! = 2]. 
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Hence the regression of  𝑌 on 𝑋 is linear. 
 
Example   10.8.7.𝐿𝑒𝑡 (𝑋, 𝑌)  ℎ𝑎𝑣𝑒 𝑡ℎ𝑒 𝑗𝑜𝑖𝑛𝑡 𝑝. 𝑑. 𝑓. 𝑔𝑖𝑣𝑒𝑛 𝑏𝑦 

𝑓(𝑥, 𝑦) = ൜
1, 𝑖𝑓 |𝑦| < 𝑥, 0 < 𝑥 < 1

0, 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
  

Show that the regression of 𝑌 on 𝑋 is linear but regression of 𝑋 on 𝑌  is 
not linear. 
Solution: 

𝑓ଵ(𝑥) = න 𝑓(𝑥, 𝑦)𝑑𝑦 = න 1. 𝑑𝑦 = 2𝑥;   0 < 𝑥 < 1
௫

ି௫

௫

ି௫

 

𝑓ଶ(𝑦) = න 𝑓(𝑥, 𝑦)𝑑𝑥 = න 1. 𝑑𝑥 = 1 − |𝑦|; −1
ଵ

|௬|

ଵ

|௬|

< 𝑦 < 1 

∴ 𝑓ଵ(𝑥|𝑦) =
𝑓(𝑥, 𝑦)

𝑓ଶ(𝑦)
=

1

1 − |𝑦|
;   −1 < 𝑦 < 1,    0 < 𝑥 < 1 

=

⎩
⎨

⎧
1

1 − 𝑦
, 0 < 𝑦 < 1 < 𝑥 < 1

1

1 + 𝑦
, −1 < 𝑦 < 0 < 𝑥 < 1

  

𝑓ଶ(𝑥|𝑦) =
𝑓(𝑥, 𝑦)

𝑓ଵ(𝑥)
=

1

2𝑥
 , 0 < 𝑥 < 1; |𝑦| < 𝑥 

𝐸(𝑌|𝑋 = 𝑥) = න 𝑦. 𝑓ଶ(𝑦|𝑥)𝑑𝑦 = න
𝑦

2𝑥
𝑑𝑦 =

1

4𝑥
. |𝑦ଶ|

𝑥

−𝑥
=  0

௫

ି௫

௫

ି௫

 

Hence the curve of regression of  𝑌 on 𝑋 is 𝑦 = 0, which is a straight 
line. 

𝐸(𝑋|𝑌 = 𝑦) = න 𝑥 𝑓ଵ(𝑥|𝑦) 𝑑𝑥 

∴   𝐸(𝑋|𝑌 = 𝑦) = න 𝑥
ଵ

଴

൬
1

1 − 𝑦
൰ 𝑑𝑥 =

1

2(1 − 𝑦)
, 0 < 𝑦 < 1 

And                    𝐸(𝑋|𝑌 = 𝑦) = ∫ 𝑥
ଵ

଴
ቀ

ଵ

ଵା௬
ቁ 𝑑𝑥 =

ଵ

ଶ(ଵା௬)
, −1 < 𝑦 < 0 

Hence the curve of regression of 𝑋 on 𝑌 is 

𝑥 =

⎩
⎨

⎧
1

2(1 − 𝑦)
, 0 < 𝑦 < 1

1

2(1 + 𝑦)
,   − 1 < 𝑦 < 0,

  

Which is not a straight line. 
 
Example  10.8.8. Variables X on Y have the joint  p. d. f. 

f(x, y) =
1

3
(x + y), 0 ≤ x ≤ 1, 0 ≤ y ≤ 2. 

Find: 
(i) r(X, Y) 
(ii) The two lines of regression 
(iii) The two regression curves for the means. 

 
Solution:   The marginal  p.d.f.’s of 𝑋 and 𝑌 are given by : 
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𝑓ଵ(𝑥) = න 𝑓(𝑥, 𝑦)𝑑𝑦 =
1

3
න (𝑥 + 𝑦)𝑑𝑦 =

1

3

ଶ

଴

௫

ି௫

ቤ𝑥𝑦 +
𝑦ଶ

2
ቤ

଴

ଶ

 

i.e.                     𝑓ଵ(𝑥) =
ଶ

ଷ
(1 + 𝑥);  0 ≤ 𝑥 ≤ 1 

                            𝑓ଶ(𝑦)

= න 𝑓(𝑥, 𝑦) 𝑑𝑥 =
1

3

ଵ

଴

න (𝑥 + 𝑦)𝑑𝑥 =
1

3

ଵ

଴

ቤ
𝑥ଶ

2
+ 𝑥𝑦ቤ

଴

ଵ

 

i.e.                            𝑓ଶ(𝑦) =
ଵ

ଷ
ቀ

ଵ

ଶ
+ 𝑦ቁ ;  0 ≤ 𝑦 ≤ 2 

The conditional distributions are given by: 

𝑓ଷ(𝑦|𝑥) =
𝑓(𝑥, 𝑦)

𝑓ଵ(𝑥)
=

1

2
൬

𝑥 + 𝑦

1 + 𝑥
൰ 

𝑓ସ(𝑥|𝑦) =
𝑓(𝑥, 𝑦)

𝑓ଶ(𝑦)
=

2(𝑥 + 𝑦)

1 + 2𝑦
 

𝐸(𝑌|𝑥) = න 𝑦.
ଶ

଴

𝑓ଷ(𝑦|𝑥) 𝑑𝑦 =
1

2(1 + 𝑥)
න 𝑦(𝑥 + 𝑦)𝑑𝑦

ଶ

଴

 

               =
1

2(1 + 𝑥)
ቤ
𝑥𝑦ଶ

2
+

𝑦ଷ

3
ቤ

௬ୀ଴

௬ୀଶ

=
3𝑥 + 4

3(𝑥 + 1)
 

Similarly, we shall get 

𝐸(𝑋|𝑦) = න 𝑥
ଵ

଴

𝑓ସ(𝑥|𝑦)𝑑𝑥 =
2

1 + 2𝑦
න (𝑥ଶ + 𝑥𝑦)𝑑𝑥 =

2 + 3𝑦

3(1 + 2𝑦)

ଵ

଴

 

(iii) Hence the regression curves for means are: 

      𝑦 = 𝐸(𝑌|𝑥) =
3𝑥 + 4

3(𝑥 + 1)
and         𝑥 = 𝐸(𝑋|𝑦) =

2 + 3𝑦

3(1 + 2𝑦)
 

From the marginal distributions we shall get 

𝐸(𝑋) = න 𝑥
ଵ

଴

𝑓ଵ(𝑥)𝑑𝑥 =
5

9
,      𝐸(𝑋ଶ) = න 𝑥ଶ

ଵ

଴

𝑓ଵ(𝑥)𝑑𝑥 =
7

18
 

   𝑉𝑎𝑟(𝑋) = 𝜎௫
ଶ =

଻

ଵ଼
− ቀ

ହ

ଽ
ቁ

ଶ

=
ଵଷ

ଵ଺ଶ
.Similarly, we shall get𝐸(𝑌) =

ଵଵ

ଽ
, 𝐸(𝑌ଶ) =

ଵ଺

ଽ
 , 𝜎௬

ଶ =
ଵ଺

ଽ
− ቀ

ଵଵ

ଽ
ቁ

ଶ

=
ଶଷ

଼ଵ
. Also     𝐸(𝑋𝑌) =

∫ ∫ 𝑥𝑦 𝑓(𝑥, 𝑦)𝑑𝑥𝑑𝑦 =
ଵ

ଷ

ଶ

଴

ଵ

଴
∫ ∫ (𝑥ଶ𝑦 + 𝑥𝑦ଶ)𝑑𝑥𝑑𝑦

ଶ

଴

ଵ

଴
 

=
1

3
ቐቆන 𝑥ଶ𝑑𝑥

ଵ

଴

ቇ ቆන 𝑦 𝑑𝑦
ଶ

଴

ቇ + ቆන 𝑥 𝑑𝑥
ଵ

଴

ቇ ቌන 𝑦ଶ 𝑑𝑦

ଶ

଴

ቍቑ 

=
1

3
൤
1

3
× 2 +

1

2
×

8

3
൨ =

2

3
 

∴      Cov(𝑋, 𝑌) = 𝐸(𝑋𝑌) − 𝐸(𝑋) 𝐸(𝑌) =
2

3
−

5

9
×

11

9
= −

1

81
 

(i) 𝑟(𝑋, 𝑌) =
େ୭୴  (௑,௒)

ఙೣ.ఙ೤
=

ି
భ

ఴభ

ට
భయ

భలమ
×

మయ

ఴభ

= − ቀ
ଶ

ଶଽଽ
ቁ

భ

మ 

(ii) The two lines of regression are: 

𝑌 − 𝐸(𝑌) =
Cov  (𝑋, 𝑌)

𝜎௫. 𝜎௬
= [𝑋 − 𝐸(𝑋)]    ⟹   𝑌 −

11

9
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      = −
ଶ

ଵଷ
ቀ𝑋 −

ହ

ଽ
ቁ and  𝑋 − 𝐸(𝑋) =

େ୭୴  (௑,௒)

ఙ೤
మ

[𝑌 − 𝐸(𝑌)] ⟹   𝑋 −

  ହ

ଽ
=      −

ଵ

ଶଷ
ቀ𝑌 −

ଵଵ

ଽ
ቁ 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 

 

10.9 SUMMARY: - 
 

In this unit, we have studied the regression, lines of regression. 
We have also studied, how the regression coefficients give important 
information in context of line of regression and regression coefficients. 

 

10.10 GLOSSARY:- 
 

(i) Line of regression 
(ii) Regression coefficients. 
(iii) Residual Variance 

 

CHECK YOUR PROGRESS 

Q.1. When the curve is a straight line then the regression is 
said to be linear. True/False  
Q.2 If r = 0 then two line of regression is parallel to axes. 
True/False  
Q.3 Coefficient of correlation is the geometric mean of the 
coefficient of regression. 
True/False  
Q.4 The regression coefficient of x on y is 3.2 and that of y on 
x is 0.8. True/False  
Q.5 Regression coefficient are independent of the change of 
origin but not of ………. 
Q.6 Arithmetic mean of coefficient of regression is greater 
than the coefficient of………. 
Q.7 The regression line of y on x from the following data 
is…... 
X 1 2 3 4 5 6 7 8 9 10 
Y 10 12 16 28 25 36 41 40 42 50 
 
Q.8 The product of regression coefficients is less than or equal 
to. 
a. 0                b. 1               c. 2               d. -1 
Q.9 If byx>1, then bxy ≤ 1 provided byxbxy  ≤ 
a. 1                b. 2               c. 0                d. none 
Q.10 If r = 1 or -1 then the two regression lines will 
a. parallel               b. perpendicular               c. Coincide                
d. Intersecting 
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10.13 TERMINAL QUESTIONS:- 
 
TQ 10.13.1Explain what are regression lines. Why are there two such 
lines? Also derive their equations. 
TQ 10.13.2Define, line of regression and regression coefficient. Also 
find th equations to the lines of regression and show that the coefficient 
of correlation is the geometric mean of coefficients of regression. 
TQ 10.13.3Obtain the equation of the line of regression of Y on X and 
show that 
the angle 𝛳, between the two lines of regression is given by: 

tan(𝛳) =
1 − ρଶ

ρ
×

σଵσଶ

σଵ
ଶ + σଶ

ଶ
 

TQ 10.13.4 If 𝛳 is the acute angle between the two regression lines 
with correlation coefficient 𝑟,  then show that sin(𝛳) = 1 − 𝑟ଶ. 
 
TQ 10.13.5 For the following data obtain the equations of the lines of 
regression and obtain an estimate of Y which should correspond to X = 
6.2. 
 
 

X 1 2 3 4 5 6 7 8 9 
Y 9 8 10 12 11 13 14 16 15 
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10.14. ANSWER:- 
 
ANSWER OF CHECK YOUR PROGRESS 
 
CHQ.1 TRUE                    
CHQ.2 TRUE                
CHQ.3 TRUE                      
CHQ.4 FALSE    
CHQ.5 SCALE                   
CHQ.6 CORELATION   
CHQ .7𝑌 –  30 =  4.48 ( 𝑋 –  5.5 ) 

CHQ.8𝐵  
CHQ.9𝐴 
CHQ.10𝐶 
 
ANSWER OF TERMINAL QUESTIONS 
 
TQ10.13.5 𝑌 − 12 = 0.95(𝑋 − 5)&𝑋 − 5 = 0.95(𝑌 − 12) and 
correspond to𝑋 =  6.2 estimated value of 𝑌 is: 13.14 
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BLOCK V 
 CONCEPT OF STATISTICAL 

HYPOTHESIS 
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UNIT 11:- BASICS OF SAMPLING 
 
CONTENTS: 
 
11.1. Introduction 
11.2.  Objectives 
11.3.  Population and Sample 
11.4.  Types of Sampling 
11.5.  Statistic and Parameter 
11.6.  Hypothesis, Error, Level Of Significance and Procedure 
11.7.  Solved Examples 
11.8. Summary  
11.9. Glossary 
11.10.  References  
11.11. Suggested Readings 
11.12. Terminal Questions  
11.13.  Answers  
 

11.1.INTRODUCTION:- 
 

In this unit we are explaining about basics of sampling theory. 
Suppose we want to analyse some statistical properties from a large 
number of individuals, items or things, like from:  population of a 
country, all tree in a forest, street dog in a state and so on. It is very 
impractical that we investigate and analyse all the individuals, items or 
things. The group of these specific individuals, items or things under 
study is called population. Hence complete and exact analysis of 
population is very tough task. To deal this we need sampling theory. 
In statistics, quality assurance, and survey methodology, sampling is 
the selection of a subset (a statistical sample) of individuals from 
within a statistical population to estimate characteristics of the whole 
population. Statisticians attempt to collect samples that are 
representative of the population in question. Sampling has lower costs 
and faster data collection than measuring the entire population and can 
provide insights in cases where it is infeasible to measure an entire 
population. 
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11.2 OBJECTIVES
 
After studying this unit learner will be able to:
 
1. Differentiate the types of sample drawn.
2. Understand the statistic and parameter.
3. Approximate some basic constant of population.

 

11.3.POPULATION AND SAMPLE:
 
Population: A population is a group or set of individuals, items or 
things, which are under the study of 
population may be infinite set. An element of a population is called 
statistical individual of that population.
 
Example 11.3.1 Total students enrolled in higher education in a 
country, Total soap produced in a soap com
month etc. 
 
Sample: A finite subset of a population of is called sample of that 
population. Total number of statistical individuals in the sample is 
called sample size. The elements in sample is called sample unit. Some 
examples of sample of population related to example 1 are as follows:
 
Example 11.3.2 Picking a student randomly from each university, 
colleges and institutes. This group is a sample of 
in higher education. Now for the later one, pick five soa
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Fig. 11.1.1 

https://en.wikipedia.org/wiki/Sampling_(statistics) 
A visual representation of the sampling process 

 
 
 

11.2 OBJECTIVES:- 

After studying this unit learner will be able to: 

types of sample drawn. 
Understand the statistic and parameter. 
Approximate some basic constant of population. 

POPULATION AND SAMPLE:- 

A population is a group or set of individuals, items or 
things, which are under the study of statistical investigation. Note that 
population may be infinite set. An element of a population is called 
statistical individual of that population. 

Total students enrolled in higher education in a 
country, Total soap produced in a soap company during a particular 

A finite subset of a population of is called sample of that 
population. Total number of statistical individuals in the sample is 
called sample size. The elements in sample is called sample unit. Some 

sample of population related to example 1 are as follows: 

Picking a student randomly from each university, 
colleges and institutes. This group is a sample of total students enrolled 
in higher education. Now for the later one, pick five soaps produced 
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everyday, at the last day of the month all chosen soaps on the daily 
basis form a sample of mentioned population. 
Problem 11.3.3 Whatare the advantages of sampling? 
 
Solution: To investigate measure of the population by a sample has 
many advantages. Some of the advantages are as following: Time 
saving, Cost saving, Easy to conduct and Desirable. If we do 
investigation on every individual of the population, then it will take 
more time and cost. Also,an investigation on less number of units are 
more ease to conduct. Now, suppose we want to check lifeline of bulb 
produced in a company, then we cannot check each bulb. Otherwise, 
there is no bulb available for sell. So, sometime checking the whole 
population units are not desirable. 
 

11.4.TYPES  OF  SAMPLING:- 
 
In the context of picking process, we have four types of sampling, which are 
as follows: 

(i) Purposive sampling  
(ii) Random sampling  
(iii) Stratified sampling  
(iv) Systematic sampling 

 
Purposive Sampling: If the selected sample unit has some pre purpose of 
being selected in the sample. Then this type of sample is called purposive 
sample. For example, if a teacher wants to show his/ her class students 
excellence by a sample student, he/ she will chose brilliant student of that 
class. This type of sampling is biased in nature and approximation of 
properties of population from the purposive sampling has much more error. 
 
Problem 11.4.1What is the key drawback of purposive sampling. 
 
Solution: The key drawback of purposive sampling is favouritism and 
nepotism. 
 
Random Sampling: In the random sampling, sample units are selected at 
random. In this case drawback of purposive sampling is totally overcome. 
Thus, in random sample, each unit of population has an equal chance of being 
selected in sample. Let the size of population\ is N and we want to draw a 
sample of size n, then there are: ൫ே

௡
൯ possible samples. One of the most 

commonly used examples of random sampling is lottery system.  
 
Problem 11.4.2What are the drawbacks of random sampling. 
 
Solution: If the population is heterogeneous, then in this sample we 
may have missing of sample representative of some homogenous 
group of population. For example, if we want a random sample of 10 
students from co-education institute. Then chosen random sample may 
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have only boy students. Thus, the girl student’s information is totally 
missing in this sample. 
 
Simple Random Sampling: Simple random sampling is type of 
random sampling in which each unit of the population has an equal 
chance of being selected in sample, with an extra condition that this 
probability is independent of previous drawing. If the population size is finite 
then simple sampling must be done with replacement and if the population is 
infinite then replacement is not required. 
 
Stratified Sampling: In this type of sampling, the units of population 
are heterogenous. We divide this population in homogenous groups. 
These groups are called strata. Each strata differ from each other, but is 
homogenous within itself. Then units of sample is chosen randomly 
from each of these groups. The number of units selected in each groups 
varies according to the statistical investigation and its relative 
importance. The resultant sample is termed as stratified sample. This 
sample is best representative of the population. 
 
Systematic Sampling: In this sampling, we choose first sample unit at 
random from  the population. And after that all the sample unit are 
chosen by some definite rule. For example, suppose we have list of 
students in M.Sc. Mathematics and we want a sample from this list. 
Then choose first student at random and then 4th student from 
previously selected student may be chosen to form a sample. This type 
of sample is known as systematic. 
 
Remark11.4.3: In the context of probability, sample is classified as 
following: 

(i) Probability Sampling: If every individual of 
population has a chance of being selected in the sample. 
Then the sampling is called probability sampling. 
Random sampling, stratified sampling, systematic 
sampling are probability sampling. 

(ii) Non- probability Sampling: If some of the individuals 
of population have almost possibility of being selected 
and some of the individuals do not have the chance of 
being selected in the sample. This type of sample is 
biased and involve purpose in selection process. 
Example of non- probability sampling is purposive 
sampling. 

(iii)Mixed Sampling: In this sampling, both the probability 
sampling and non-probability sampling are involved. 
Suppose we want to chose a sample of 10 students for a 
quiz and 6 students are chosen random while 4 brilliant 
students are chosen. Then this is an example of mixed 
sampling. 
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11.5. STATISTIC AND PARAMETER:- 
 

Any statistical measure based on population data is known as 
parameter and any statistical constant based on sample is known as 
statistic. For e.g. mean of population is a parameter and mean of 
sample is a statistic. In the following table we fix parameter and 
statistic symbol for mean and variance: 
 
S.N. Statistical measure Parameter Symbol 

ϴ 
Statistic Symbol 

𝑡 
1 Mean μ 𝑥̅ 
2 Variance σଶ 𝑆ଶ 

 
Consider a sample of size n. Let 𝑥ଵ, 𝑥ଶ, … , 𝑥௡ be sample values. 

Note that each 𝑥௜
′ 𝑠 are random variable, which can take any individual 

values of population. Thus distribution of  each𝑥௜
′ 𝑠 are identical and 

same as distribution of r.v. of  population. Further a statistic 𝑡 =
𝑡(𝑥ଵ, 𝑥ଶ, … , 𝑥௡) is a function of sample values 𝑥ଵ, 𝑥ଶ, … , 𝑥௡. Clearly a 
statistic 𝑡 is also a random variable. A statistic is termed as estimate of 
its parameter. For e.g. sample mean is estimate of population mean. 

The sample mean (𝑥̅)is defined as:𝑥̅ =
∑ ௫೔

೙
೔సభ

௡
. 

 
Unbiased Estimate:  A statistic 𝑡 is known as unbiased estimate of  ϴ  
if  𝐸(t) = ϴ. 𝐸(Statistic) = 𝑃𝑎𝑟𝑎𝑚𝑒𝑡𝑒𝑟 … … … … … … (𝟏𝟏. 𝟓. 𝟏) 
 
Remark 11.5.1Throughout we fix 𝑠ଶ (little s square) for sample 

variance. Hence𝑠ଶ is defined as: 𝑠ଶ =
∑ (௫೔ି௫̅)మ೙

೔సభ

௡
. 

But we take 𝑆ଶ as an estimate of population varianceσଶ, which is 

defined as follows: 𝑆ଶ =
∑ (௫೔ି௫̅)మ೙

೔సభ

௡ିଵ
. 

The reason for this is that 𝑆ଶ is an unbiased estimator of 
population variance σଶ. More detail about this will be discuss in 
the next unit. 
 
Standard Error: As we know a statistic 𝑡 is a random variable. More 
precisely if we have population size N and sample size n, then we have 
൫ே

௡
൯ = 𝑚(𝑠𝑎𝑦) possible samples. i.e. in this case random variable 𝑡 can 

be any one of the 𝑚 values, 𝑡ଵ, 𝑡ଶ, … , 𝑡௠. Now standard deviation of 
this 𝑡 is known as standard error of statistic 𝑡. Standard error of statistic 
𝑡 is denoted as SE(t). 
Remark 11.5.2:  If sample size n is large, then for any statistic𝑡:𝑍 =
௧ିா(௧)

ௌா(௧)
 ~ 𝑁(0,1). 

 
 
 
 



ADVANCED STATISTICS                                                 MAT 503 

 

 Department of Mathematics 
Uttarakhand Open University Page 203 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

11.6. HYPOTHESIS, ERROR, LEVEL OF 
SIGNIFICANCE AND PROCEDURE:- 
 
Tests of Significance.  In sampling theory we study tests of 
significance, which involve some theoretical statistical concept to give 
some conclusion about the sample. Suppose we have a sample data, 
then on this data many questions arises like: 

 There is no significance difference between the observed 
sample statistic and the population hypothetical parameter. 

Check Your Progress 

Problem 1:The number of possible sample of size n out of N 
population units without replacement is : ……….. 

Problem 2: The number of possible sample of size n out of N 
population units with replacement is :……….. 

Problem 3: An unordered sample of size n can occur in how many 
ways:…. 

Problem 4: Probability of any one sample of size n being drawn 
out of N units is……….. 

Problem 5: A function of variates for estimating a parameter is 
called:…… 

Problem 6: If the observations recorded on five sample are 
3,4,5,6,7, then the sample variance is: ……….. 

Problem 7: A sample of size n is drawn from a dichotomous 
population. If the sample has proportion p of items of category I 
and q of category II, then the variance of the proportion p is: 
……….. 

Problem 8: If the sample values are 1,3,5,7,9, then the standard 
error of sample mean is: ……….. 

Problem 9: If n units are selected in a sample from N population 
units, then the sampling fraction is: ……….. 

Problem 10: A sample of 16 items from an infinite population 
having S.D.= 4, yielded total scores as 160. The standard error of 
sampling distribution of mean is:……….. 

σଶ
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 The obtained sample data, fit significantly to the population. 
Here significance means, allowing some percentage of error. 

Remark 11.6.1: For large n, most of the distribution like: Binomial, 
Poisson, t-distribution, Chi- square distribution, F- distribution follows 
normal distribution. Therefore for large sample we use Normal test of 
significance. And for small sample we do test of significance using t-
test. F-test and Fisher's z-transformation. 
 
Null Hypothesis.  A hypothesis is the statement that is not known that 
it is true or not. Under the test of significance, we first make null 
hypothesis. The null hypothesis is hypothesis which is independent, 
hypothesis of no difference. For example, if we want to make a 
statement about to compare average performance of class A and class 
B. So we have three choice (i) average performance of class A is same 
as of class B 
(ii) average performance of class A is better than class B (iii) average 
performance of class B is better than class A. Out of these three 
statement, statement (i) will be the null hypothesis, because statement 
(ii) & (iii) showing some biasedness and difference view on class A 
and class B. The null hypothesis is denoted by 𝐻଴. 
 
Alternative Hypothesis. Any hypothesis which is complementary 
(negation or part of negation) to the null hypothesis is called an 
alternative hypothesis. It is denoted by 𝐻ଵ. Note that there is no 
meaning of alternative hypothesis, till the null hypothesis is not define.  
 
Example: Suppose we have sample and we want to test that the 
population mean μ is same as 𝜇଴ or not at some level of significance. 
Then null hypothesis 𝐻଴ should be, 𝐻଴: 𝜇 = 𝜇଴.  Then the alternative 
hypothesis can be one of the following: 

(i) 𝐻ଵ: 𝜇 ≠ 𝜇଴ 
(ii) 𝐻ଵ: 𝜇 > 𝜇଴ 
(iii) 𝐻ଵ: 𝜇 < 𝜇଴ 

The alternative hypothesis in (i) is known as a two tailed alternative 
and the alternatives in (ii) and (iii) are known as right tailed and left-
tailed alternatives respectively. The setting of alternative hypothesis is 
very important since it enables us to decide whether we have to use a 
single-tailed (right or left) or two-tailed test.  
 
Errors in Sampling. The main objective in sampling theory is to draw 
valid inferences about the population parameters on the basis, of the 
sample results. In practice we decide to accept or reject the lot after 
examining a sample from it. As such we are liable to commit the 
following two types of errors: 
Type I Error : Reject 𝐻଴ when it is true. 
 
Type II Error : Accept 𝐻଴ when it is wrong, i.e., accept 𝐻଴ when 𝐻ଵ 
is true. If we write,   

P(Reject H଴ when it is true)  = P (Reject H଴|H଴)  = α 
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 and 
P (Accept H଴ when it is wrong)  =  P(Accept H଴|Hଵ)  = β…(11.6.1) 
then  𝛼  and 𝛽 are called the sizes of type I error and type II error, 
respectively. 
 
In practice, type I error amounts to rejecting a lot when it is good and 
type II error may be regarded as accepting the lot when it is bad.  
Thus P(Reject a lot when it is good)  = 𝛼 
And  P (Accept a lot when it is bad)  = β…………(11.6.2) 
where 𝛼  and 𝛽 are referred to as Producer's risk and Consumer's risk 
respectively. 
 
Critical Region and Level of Significance:  A region (corresponding 
to a statistic 𝑡) in the sample space 𝑆 which amounts to rejection of 𝐻଴ 
is termed as critical region or region of rejection: If ω is the critical 
region and if 𝑡 =  𝑡(𝑥ଵ, 𝑥ଶ, … , 𝑥௡) is the value of the statistic based on 
a random sample of size n, then 

𝑃(𝑡𝜖𝜔|𝐻଴) = 𝛼, 𝑃(𝑡𝜖𝜔ഥ|𝐻ଵ)  = 𝛽…………….(11.6.3) 
where 𝜔ഥ is the complementary set of 𝜔. is called the acceptance 
region. We have 𝜔 ∪ 𝜔ഥ = 𝑆 𝑎𝑛𝑑 𝜔 ∩ 𝜔ഥ = Ф. 
 

The probability 𝛼 that a random value of the statistic 𝑡 belongs 
to the critical region is known as the level of significance. In other 
words, level of significance is the size of the type I error (or the 
maximum producer’s risk). The levels of significance usually 
employed in testing of hypothesis are 5% or 1%. The level of 
significance is always fixed in advance before collecting the sample 
information. 
 
One tailed and Two Tailed Tests. In any test, the critical region is 
represented by a portion of the area under the probability curve of the 
sampling distribution of the test statistic. 
 
A test of any statistical hypothesis where the alternative hypothesis is 
one tailed (right tailed or left tailed) is called a one tailed test. For 
example, a test for testing the mean of a population, 𝐻଴: 𝜇 = 𝜇଴ against 
the alternative hypothesis: 
𝐻ଵ: 𝜇 > 𝜇଴. (Right tailed) or 𝐻ଵ: 𝜇 < 𝜇଴ (Left tailed) is a single tailed 
test.  
  
In the right tailed test (𝐻ଵ: 𝜇 > 𝜇଴), the critical region lies entirely in 
the right tail of the sampling distribution of sample mean, while for the 
left tail test (𝐻ଵ: 𝜇 < 𝜇଴), the critical region is entirely in the left tail of 
the distribution. A test of statistical hypothesis where the alternative 
hypothesis is two tailed such as: 
 
𝐻଴: 𝜇 = 𝜇଴ against the alternative hypothesis 𝐻ଵ: 𝜇 ≠ 𝜇଴, (𝐻ଵ: 𝜇 > 𝜇଴ 
or 𝐻ଵ: 𝜇 < 𝜇଴), is known as two tailed test and in such a case the 
critical region is given by the portion of the area lying in both the tails 
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of the probability curve of the test statistic. In a particular problem, 
whether one tailed or two tailed test is to be applied depends entirely 
on the nature of the alternative hypothesis. If the alternative hypothesis 
is two-tailed we apply two-tailed test and if alternative hypothesis is 
one-tailed, we apply one tailed test. For example, suppose that there 
are two population brands of bulbs, one manufactured by standard 
process (with mean life 𝜇ଵ) and the other manufactured by some new 
technique (with mean life 𝜇ଶ).  
 

If we want to test if the bulbs differ significantly, then our null 
hypothesis is 𝐻଴: 𝜇ଵ = 𝜇ଶ  and alternative will, be 𝐻ଵ: 𝜇ଵ ≠ 𝜇ଶthus 
giving us a two-tailed test. However, if we want to test if the bulbs 
produced by new process have high average life than those produced 
by standard process, then we have 𝐻଴: 𝜇ଵ = 𝜇ଶ and 𝐻ଵ: 𝜇ଵ < 𝜇ଶ, thus 
giving us a left-tail test Similarly, for testing if the product of new 
process is inferior to that of standard process, then we have 𝐻଴: 𝜇ଵ =
𝜇ଶ and 𝐻ଵ: 𝜇ଵ > 𝜇ଶ. thus, giving us a right-tail test. Thus, the decision 
about applying a two-tail test or one-tail (right or left) test will depend 
on the problem under study. 
 
Critical Values or Significant Values The value of test statistic which 
separates the critical (or rejection) region and the acceptance region is 
called the critical value or significant value. It depends upon: 
(i) The level of significance used, and 
(ii) The alternative hypothesis, whether it is two-tailed or single-tailed. 
As has been pointed earlier for large samples, the standardized variable 
corresponding to the statistic 𝑡viz., 
 

𝑍 =
𝑡 − 𝐸(𝑡)

𝑆. 𝐸(𝑡)
∼ 𝑁(0,1), … … … … … … . (𝟏𝟏. 𝟔. 𝟒) 

 
which is asymptotically as 𝑛 → ∞. The value of 𝑍 given by (11.6.4) 
under the null hypothesis is known as test statistic. The critical value of 
the test statistic at level of significance α for a two-tailed test is given 
by 𝑧ఈ where 𝑧ఈ, is determined by the equation 

 
𝑃(|𝑍| > 𝑧ఈ) = 𝛼………………………..(𝟏𝟏. 𝟔. 𝟓) 

i.e., 𝑧ఈ is the value so that the total area of the critical region on both 
tails is α. 
Since normal probability curve is a symmetrical curve, from (𝟏𝟏. 𝟔. 𝟓), 
we get 

𝑃(𝑍 > 𝑧ఈ) + 𝑃(𝑍 < −𝑧ఈ) = 𝛼 
⇒ 𝑃(𝑍 > 𝑧ఈ) + 𝑃(𝑍 > 𝑧ఈ) = 𝛼 

⇒ 𝑃(𝑍 > 𝑧ఈ) = 𝛼/2. 
i.e.  the area of each tail is 𝛼/2. Thus 𝑧ఈ is the value such that area to 
the right of 𝑧ఈ is 𝛼/2 and, to the left of −𝑧ఈ is 𝛼/2, as shown in the 
following diagram. 
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In case of single-tail alternative, the critical value 𝑧ఈ is determined so 
that total area to the right of it (for right-tailed test) is 𝛼 and for left-
tailed test the total area to the left of −𝑧ఈis 𝛼. i.e. 
 
For Right-tail Test: 𝑃(𝑍 > 𝑧ఈ) = 𝛼 … … … … … … … (𝟏𝟏. 𝟔. 𝟔) 
 
And, for Left-tail Test: 𝑃(𝑍 < −𝑧ఈ) = 𝛼 … … … … (𝟏𝟏. 𝟔. 𝟕) 
 

 
Thus the significant or critical value of  𝑍 for a single-tailed test (left,or 
right) at level of significance 𝛼 is same as the critical value of 𝑍 for a 
two-tailed test at level of significance 2𝛼. Consider the following table. 
 
Level of significance (𝜶) 1% 5% 10% 
Critical values (𝒛𝜶) in 
two tailed test 

|𝑧ఈ|=2.5
8 

|𝑧ఈ|=1.96 |𝑧ఈ|=1.645 

Critical values (𝒛𝜶) in 
right tailed test 

𝑧ఈ=2.33 𝑧ఈ=1.645 𝑧ఈ=1.28 

Critical values (𝒛𝜶) in 
left tailed test 

𝑧ఈ=-2.33 𝑧ఈ=-1.645 𝑧ఈ=-1.28 

 
 
Remark11.6.2. If n is small, then the sampling distribution of the test 
statistic Z will not be normal and in that case we can't use the above 
significant values, which have been obtained from normal probability 
curves. In this case, viz., n small, (usually less than 30), we use the 
significant values based on the exact sampling distribution of the 
statistic Z. which turns out to be t-test. F-test and Fisher's z-
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transformation. These significant values have been tabulated for 
different values of n and 𝛼. 
 
Procedure for Testing of Hypothesis. We now summarize below the 
various steps in testing of a statistical hypothesis in a systematic 
manner. 
 
1.  Null Hypothesis. Set up the Null Hypothesis 𝐻଴. 
2. Alternative Hypothesis. Set up the Alternative Hypothesis 𝐻ଵ. 
3. Level of Significance. Choose the appropriate level of 

significance 𝛼 depending on the reliability of the estimates and 
permissible risk. This is to be decided before sample is drawn, 
i.e..𝛼 is fixed in advance. 

4. Test Statistic (or Test Criterion). Compute the test statistic, 
under the null hypothesis 

𝑍 =
𝑡 − 𝐸(𝑡)

𝑆. 𝐸. (𝑡)
 

5. Conclusion. We compare the computed value of Z in step 4 
with the significant value (tabulated value) 𝑧ఈ, at the given 
level of significance, 𝛼. If |𝑍| < 𝑧ఈ, i.e. if the calculated value 
of Z (in modulus value) is less than 𝑧ఈ we say it is not 
significant. And we accept the null hypothesis at level of 
significance, 𝛼. And if |𝑍| > 𝑧ఈ, then we say that it is 
significant and the null hypothesis is rejected at level of 
significance, 𝛼. 

 
Test of Significance for Single Mean. Consider a population which 
follows normal distribution and 𝑥௜, (𝑖 = 1,2, … , 𝑛) is a random sample 

of size 𝑛  then 𝑥 ∼ 𝑁 ቀ𝜇,  
ఙమ

௡
ቁ.  Furthermore if the sample size n is 

large and population does not follow normal distribution,  then in this 
case also, by Central Limit Theorem, sample mean is distributed 

normally with mean 𝜇 and variance 
ఙమ

௡
 . Hence, for large samples, the 

standard normal variate corresponding to 𝑥 is given by:                  

𝑍 =
𝑥 − 𝜇

𝜎

√𝑛

… … … … … … … … … . (𝟏𝟏. 𝟔. 𝟖) 

Hence for large samples the null hypothesis 𝐻଴ is: there is no 
significant difference between the sample mean (𝑥) and population 
mean (𝜇). 
 
Remarks 11.6.3  If the population standard deviation 𝜎 is unknown 
then we use its estimate.  Since for large sample, 𝜎ଶ෢ ≃ 𝑠ଶ therefore 
𝜎ො ≃ 𝑠. 
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2. Confidence limits for 𝝁. 95% confidence interval for 𝜇 is given by 
: 

|𝑍| ≤ 1.96, 𝑖𝑒. , ተ
𝑥 − 𝜇

𝜎

√𝑛

ተ ≤ 1.96 

  ⇒   𝑥 − 1.96
𝜎

√𝑛
≤ 𝜇 ≤ 𝑥 + 1.96

𝜎

√𝑛
… … … … … … … … … . (𝟏𝟏. 𝟔. 𝟗) 

and   𝑥 ± 1.96
ఙ

√௡
are known as 95% confidence limits for 𝜇. Similarly, 

99% confidence limits for 𝜇 are and  98% confidence limits for are 
 𝑥 ± 2.33

ఙ

√௡
.However, in sampling from a finite population of size 𝑁 , 

the corresponding 95% and 99% confidence limits for 𝜇 are 

respectively  𝑥 ± 1.96
ఙ

√௡
ට

ேି௡

ேିଵ
 and  𝑥 ± 2.58

ఙ

√௡
ට

ேି௡

ேିଵ
. 

 
Test of Significance for Difference of Means. Let 𝑥ଵ be the mean of 
a random sample of size 𝑛ଵ from a population with mean 𝜇ଵ and 
variance 𝜎ଵ

ଶ and let 𝑥ଶ be the mean of an independent random sample 
of size 𝑛ଶ from another population with mean 𝜇ଶ and variance 𝜎ଶ

ଶ . 
Then, since sample sizes are large,     

𝑥ଵ ∼ 𝑁 ቆ𝜇ଵ,  
𝜎ଵ

ଶ

𝑛ଵ
ቇ  𝑎𝑛𝑑  𝑥ଶ ∼ 𝑁 ቆ𝜇ଶ,  

𝜎ଶ
ଶ

𝑛ଶ
ቇ 

Also 𝑥ଵ − 𝑥ଶ, being the difference of two independent normal variates 
is also a normal variate. The 𝑍(𝑆. 𝑁. 𝑉) corresponding to 𝑥ଵ − 𝑥ଶ is 
given by 

𝑍 =
(𝑥ଵ − 𝑥ଶ) − 𝐸(𝑥ଵ − 𝑥ଶ)

𝑆. 𝐸. (𝑥ଵ − 𝑥ଶ)
∼ 𝑁(0,1) … … … … … … (𝟏𝟏. 𝟔. 𝟏𝟎) 

Under the null hypothesis 𝐻଴: 𝜇ଵ = 𝜇ଶ. I.e. there is no significant 
difference between the sample means, we get 

𝐸(𝑥ଵ − 𝑥ଶ) = 𝐸(𝑥ଵ) − 𝐸(𝑥ଶ) = 𝜇ଵ − 𝜇ଶ = 0; … … … (𝟏𝟏. 𝟔. 𝟏𝟏) 

𝑉(𝑥ଵ − 𝑥ଶ) = 𝑉(𝑥ଵ) + 𝑉(𝑥ଶ) =
𝜎ଵ

ଶ

𝑛ଵ
+

𝜎ଶ
ଶ

𝑛ଶ
, … … … … (𝟏𝟏. 𝟔. 𝟏𝟐) 

The covariance term vanishes, since the sample means 𝑥ଵ 𝑎𝑛𝑑  𝑥ଶ  are 
independent. 
 Thus under 𝐻଴: 𝜇ଵ = 𝜇ଶ, the test statistic becomes (for large samples),  

𝑍 =
𝑥ଵ − 𝑥ଶ

ඨ൭൬
𝜎ଵ

ଶ

𝑛ଵ
൰ + ൬

𝜎ଶ
ଶ

𝑛ଶ
൰൱

∼ 𝑁(0,  1) … … … … … … (𝟏𝟏. 𝟔. 𝟏𝟑) 

 
Remarks 11.6.4   If 𝜎ଵ

ଶ = 𝜎ଶ
ଶ = 𝜎ଶ , I.e. if the samples have been 

drawn from the populations with common S.D. 𝜎, then under 𝐻଴:𝜇ଵ =
𝜇ଶ, 

𝑍 =
𝑥ଵ − 𝑥ଶ

𝜎ටቀ
1
𝑛ଵ

+
1

𝑛ଶ
ቁ

∼ 𝑁(0,  1) … … … … … … … … … . (𝟏𝟏. 𝟔. 𝟏𝟒) 
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Remarks 11.6.5    If in (𝟏𝟏. 𝟔. 𝟏𝟒) ,𝜎 is not known, then its estimate 
based on the sample variances is used. If the sample sizes are not 
sufficiently large, then an unbiased estimate of 𝜎ଶ is given by 

   𝜎ଶෞ =
(𝑛ଵ − 1)𝑆ଵ

ଶ + (𝑛ଶ − 1)𝑆ଶ
ଶ

(𝑛ଵ + 𝑛ଶ − 2)
        

   since                  𝐸(𝜎ଶ) =
(௡భିଵ)ா൫ௌభ

మ൯ା(௡మିଵ)ா൫ௌమ
మ൯

(௡భା௡మିଶ)
        

=
(𝑛ଵ − 1)𝜎ଶ + (𝑛ଶ − 1)𝜎ଶ

(𝑛ଵ + 𝑛ଶ − 2)
= 𝜎ଶ        

But since sample sizes are large, 𝑆ଵ
ଶ ≈ 𝑠ଵ

ଶ,  𝑆ଶ
ଶ ≈ 𝑠ଶ

ଶ,  𝑛ଵ − 1 ≈ 𝑛ଵ,  𝑛ଶ −
1 ≈ 𝑛ଶ. therefore in practice, for large samples, the following estimate 
of 𝜎ଶ without any serious error is used : 

𝜎ଶ෢ =
𝑛ଵ𝑠ଵ

ଶ + 𝑛ଶ𝑠ଶ
ଶ

𝑛ଵ + 𝑛ଶ
 

However, if sample sizes are small, then a small sample test, t-test for 
difference of means is to be used. 
 
Remarks 11.6.6.    If 𝜎ଵ

ଶ ≠ 𝜎ଶ
ଶ and 𝜎ଵ 𝑎𝑛𝑑 𝜎ଶ are not known, then they 

are estimated from sample values. This results in some error, which is 
practically immaterial, if samples are very large. These estimates for 
large samples are given by  

𝜎ଵ
ଶ෢ = 𝑆ଵ

ଶ ≈ 𝑠ଵ
ଶ 

𝜎ଶ
ଶ෢ = 𝑆ଶ

ଶ ≈ 𝑠ଶ
ଶ 

In this case, (𝟏𝟏. 𝟔. 𝟏𝟑) gives𝑍 =
௫భି௫మ

ඨ൭ቆ
ೞభ

మ

೙భ
ቇାቆ

ೞమ
మ

೙మ
ቇ൱

∼ 𝑁(0,  1) 

 
Test of Significance for the difference of Standard Deviations. If  𝑠ଵ 
and 𝑠ଶ are the standard deviations of two independent samples, then 
under null hypothesis 𝐻଴:  𝜎ଵ = 𝜎ଶ,  𝑖. 𝑒. ,   the sample standard 
deviations don’t differ significantly, the statistic 
𝑍 =

௦భି௦మ

ௌ.ா. (௦భି௦మ)
∼ 𝑁(0,  1)  for large samples.… … … … … (𝟏𝟏. 𝟔. 𝟏𝟓) 

 But in case of large samples, the S.E. of the difference of the sample 
standard deviations is given by  

             S.E. (𝑠ଵ − 𝑠ଶ)= ට
ఙభ

మ

ଶ௡భ
+

ఙమ
మ

ଶ௡మ
 

∴  𝑍 =
𝑠ଵ − 𝑠ଶ

ඨ൬
𝜎ଵ

ଶ

2𝑛ଵ
+

𝜎ଶ
ଶ

2𝑛ଶ
൰

∼ 𝑁(0,  1) … … … … … … … . (𝟏𝟏. 𝟔. 𝟏𝟔) 

𝜎ଵ
ଶ and 𝜎ଶ

ଶ are usually unknown and for large samples, we use their 
estimates given by the corresponding sample variances. Hence the test 
statistic reduces to    

𝑍 =
𝑠ଵ − 𝑠ଶ

ඨ൬
𝑠ଵ

ଶ

2𝑛ଵ
+

𝑠ଶ
ଶ

2𝑛ଶ
൰

∼ 𝑁(0,  1) … … … … … … (𝟏𝟏. 𝟔. 𝟏𝟕) 
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11.7. SOLVED EXAMPLES: - 
 
Example 11.7.1Calculate the expectation of sample mean. 
 
Solution: Let population has N individuals 𝑋ଵ, 𝑋ଶ, … , 𝑋ே and sample 
has n units 𝑥ଵ, 𝑥ଶ, … , 𝑥௡. Then each 𝑥௜′𝑠 can take any of population 
individual values 𝑋ଵ, 𝑋ଶ, … , 𝑋ே with equal probability 1/N. Then for 
every 𝑖 = 1,2, … , 𝑛 we have 

𝐸(𝑥௜) = 𝑋ଵ

1

𝑁
+ 𝑋ଶ

1

𝑁
+ ⋯ + 𝑋ே

1

𝑁
 

=
1

𝑁
(𝑋ଵ + 𝑋ଶ + ⋯ + 𝑋ே) =

1

𝑁
(𝑁𝜇) = 𝜇. 

Now𝐸(𝑥̅) =
ଵ

௡
∑ 𝐸(𝑥௜) =

ଵ

௡
(𝑛௡

௜ୀଵ 𝜇) = 𝜇. 

Hence, sample mean is an unbiased estimate of population mean. 
 
Example 11.7.2.Calculate the variance and standard error of sample 
mean. 
 
Solution: Since each 𝑥௜′𝑠 can take any of population individual values 
𝑋ଵ, 𝑋ଶ, … , 𝑋ே with equal probability 1/N, therefore for every 𝑖 =
1,2, … , 𝑛 we have 

𝑉(𝑥௜) = 𝐸(𝑥௜ − 𝐸(𝑥௜))ଶ = 𝐸(𝑥௜ − 𝜇)ଶ 

=
1

𝑁
[(𝑋ଵ − 𝜇)ଶ + (𝑋ଶ − 𝜇)ଶ + ⋯ + (𝑋ே − 𝜇)ଶ] =

1

𝑁
(𝑁σଶ) = σଶ 

Now, each 𝑥௜′𝑠 are iid r.v. and 𝑥̅ =
∑ ௫೔

೙
೔సభ

௡
, therefore 

 

𝑉(𝑥̅) = 𝑉 ቆ
1

𝑛
(𝑥ଵ + 𝑥ଶ + ⋯ + 𝑥௡)ቇ =

1

𝑛ଶ
෍ 𝑉(𝑥௜) =

1

𝑛ଶ
(𝑛

௡

௜ୀଵ

σଶ) =
σଶ

𝑛
 

Thus,𝑆𝐸(𝑥̅) =
஢

√௡
 

 
Example 11.7.3A sample of 900 members has a mean 3.4cms. and s.d. 
2.61 cms. Is the sample from a large population of mean 3.25cms, and 
s.d. 2.61 cms.?   If the population is normal and its mean is unknown, 
find the 95% and 98% fiducial limits of true mean? 
 
Solution.  
Null hypothesis (𝑯𝟎): The sample has been drawn from the 
population with mean 𝜇 = 3.25 cms., ans S.D. 𝜎 = 2.61 cms 
 
Alternative Hypothesis 𝐻ଵ: 𝜇 ≠ 3.25 (Two-tailed). 

Test Statistic. Under 𝐻଴, the test statistic is: 𝑍 =
௫ିఓ

഑

√೙

∼ 𝑁(0,  1),  

(since n is large). 
Here, we are given 𝑥 = 3.4𝑐𝑚𝑠. 𝑛 = 900𝑐𝑚𝑠. ,  𝜇 = 3.25𝑐𝑚𝑠  and 
𝜎 = 2.61𝑐𝑚𝑠.   
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𝑍 =
ଷ.ସ଴ିଷ.ଶହ

మ.లభ

√వబబ

=
଴.ଵହ×ଷ଴

ଶ.଺ଵ
= 1.73.Since |𝑍| < 1.96, we conclude that the 

data do not provide us with any evidence against the null hypothesis 
(𝐻଴) which may, therefore, be accepted at 5% level of significance. 

95% Fiducial limits for the population mean 𝜇 are: 𝑥 ±
ଵ.ଽ଺

√௡
⇒ 3.40 ±

1.96 ×
ଶ.଺ଵ

√ଽ଴଴
⇒ 3.40 ± 0.1705, 𝑖. 𝑒.  3.5705 𝑎𝑛𝑑 3.2295 98%  fiducial 

limits for 𝜇 are given by: 𝑥 ± 2.33
ఙ

√௡
 I.e.   3.6027  and  3.1973 . 

 
Remark. 2.33 is the value 𝑧ଵ of 𝑍  from standard normal probability 
integrals, such that 𝑃(|𝑧| > 𝑧ଵ) = 0.98 ⇒ 𝑃(𝑍 > 𝑧ଵ) = 0.49. 
 
Example 11.7.4.An insurance agent has claimed that the average age 
of policyholders who insure through him is less than the average for all 
agents, which is 30.5 years. A random sample of 100 policyholders 
who had insured through him gave the following age distribution : 
 
Age last birthday No.of persons 
12 16-20 
22 21-25 
20 26-30 
30 31-35 
16 36-40 
 
  
Calculate the arithmetic mean and standard deviation of this 
distribution and use these values to test his claim at the 5% level of 
significance. You are given that 𝑍(1.645) = 0.95 
 
Solution. Null Hypothesis, 𝐻଴: 𝜇 = 30.5 years, i.e., the sample mean 
(𝑥) and population mean (𝜇) do not differ significantly. 
    Alternative Hypothesis, 𝐻ଵ: 𝜇< 30.5 years (Left-tailed alternative). 
 

CALCULATIONS FOR SAMPLE MEAN AND S.D. 
 

Age last 
birthday 

No. Of 
persons(

𝑓 ) 

Mid-
point 

𝑥 

𝑑

=
𝑥 − 28

5
 

𝑓𝑑 𝑓𝑑ଶ 

16-20 
21-25 
26-30 
31-35 
36-40 

12 
22 
20 
30 
16 

18 
23 
28 
33 
38 

-2 
-1 
0 
1 
2 

-24 
-22 
0 
30 
32 

48 
22 
0 
30 
64 

Total N=100   ∑ 𝑓𝑑 
  =
16 ෍ 𝑓𝑑ଶ

 

 

= 164 
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Thus from above table 𝑥 = 28 +
ହ×ଵ଺

ଵ଴଴
= 28.8 years, and standard 

deviation of sample 𝑠 = 5 × ට
ଵ଺ସ

ଵ଴଴
− (

ଵ଺

ଵ଴଴
×

ଵ଺

ଵ଴଴
) = 6.35 years. Since 

the sample is large, therefore  𝜎ො ≃ 𝑠 = 6.35 years. Under 𝐻଴ test 

statistic is 𝑍 =
௫ିఓ

ೞ

√೙

 = -2.681. Since |𝑍| = 2.681 > 1.645, therefore 

we reject the null hypothesis (Accept 𝐻ଵ ) at 5% level of significance 
and conclude that the insurance agent's claim that the average age of 
policyholders who insure through him is less than the average for all 
agents, is valid. 

 
Example 11.7.5. The means of two single large samples of 1000 and 
2000 members are 67.5 inches and 68.0 inches respectively. Can the 
samples be regarded as drawn from the same population of standard 
deviation 2.5 inches? (Test at 5% level of significance). 
 
Solution. We are given :𝑛ଵ = 1000, 𝑛ଶ = 2000; 𝑥ଵ = 67.5 inches, 
𝑥ଶ = 68.0 inches. 
 
Null hypothesis, 𝑯𝟎: 𝜇ଵ = 𝜇ଶand 𝜎 = 2.5 𝑖𝑛𝑐ℎ𝑒𝑠 , I.e. the sample 
have been drawn from the same population of standard deviation 
2.5 𝑖𝑛𝑐ℎ𝑒𝑠. 
 
Alternative Hypothesis, 𝑯𝟏: 𝜇ଵ ≠ 𝜇ଶ(Two tailed). 
Test Statistic. Under 𝐻଴, the test statistic is (since samples are large)  

𝑍 =
𝑥ଵ − 𝑥ଶ

√𝜎ଶ ቀ
1

𝑛ଵ
+

1
𝑛ଶ

ቁ
∼ 𝑁(0,  1) 

Now      𝑍 =
଺଻.ହି଺଼.଴

ଶ.ହටቀ
భ

భబబబ
ା

భ

మబబబ
ቁ

=
ି଴.ହ

ଶ.ହ×଴.଴ଷ଼଻
= −5.1. 

Conclusion: Since|𝑍| > 3, the value is highly significant, and we 
reject the null hypothesis and conclude that samples are certainly not 
from the same population with standard deviation 2.5.   
 
Example 11.7.5.In a survey of buying habits, 400 women shoppers are 
chosen at random in super market ′𝐴ᇱ located in a certain section of the 
city. Their average weekly food expenditure is Rs. 250 with a standard 
deviation of Rs. 40. For 400 women shoppers chosen at random in 
supermarket ′𝐵ᇱ in another section of the city, the average weekly food 
expenditure is Rs. 220 with a standard deviation of Rs. 55. Test at 1% 
level of significance whether the average weekly food expenditure of 
the two populations of shoppers are equal. 
Solution. In the usual notations, we are given that  
𝑛ଵ = 40, 𝑥ଵ = 𝑅𝑠. 250,  𝑠ଵ = 𝑅𝑠. 40, 𝑛ଶ = 400, 𝑥ଶ = 𝑅𝑠. 220, 
𝑠ଶ = 𝑅𝑠. 55 
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Null hypothesis, 𝑯𝟎: 𝜇ଵ = 𝜇ଶ,  𝑖. 𝑒., the average weekly food 
expenditures of the two populations of shoppers are equal. 
 Alternative hypothesis, 𝐻ଵ:𝜇ଵ ≠ 𝜇ଶ,  𝑖. 𝑒., (Two-tailed) 
 
Test Statistic. Since samples are large, under 𝐻଴, the test statistic is  

𝑍 =
𝑥ଵ − 𝑥ଶ

ඨ൭൬
𝜎ଵ

ଶ

𝑛ଵ
൰ + ൬

𝜎ଶ
ଶ

𝑛ଶ
൰൱

∼ 𝑁(0,  1) 

Since 𝜎ଵ 𝑎𝑛𝑑 𝜎ଶ, the population standard deviations are not known, we 

can take for large samples: 𝜎ଵ
ଶ෢ = 𝑠ଵ

ଶ  and  𝜎ଶ
ଶ෢ = 𝑠ଶ

ଶ 
And then 𝑍  is given by  

𝑍 =
𝑠ଵ − 𝑠ଶ

ඨ൬
𝑠ଵ

ଶ

2𝑛ଵ
+

𝑠ଶ
ଶ

2𝑛ଶ
൰

=
250 − 220

ට൬
40ଶ

400
+

55ଶ

400
൰

= 8.82(𝑎𝑝𝑝𝑟𝑜𝑥. ) 

 
Example 11.7.6.Random samples drawn from two countries gave the 
following data relating to the heights of adult males: 
 
                                            Country 𝑨                Country 𝑩                   
 Mean height (in inches)            67.42                  67.25 
Standard deviation (in inches)     2.58                  2.50 
Number in samples                     1000                 1200 
 

(i) Is the difference between the means significant? 
(ii) Is the difference between the standard deviations significant? 

 
Solution. We are given:   
 
𝑛ଵ =1000,            𝑥ଵ = 67.42 inches,        𝑠ଵ = 2.58 inches,     
𝑛ଶ = 1200𝑥ଶ = 67.25inches,        𝑠ଶ = 2.50 inches. 
As in the last examples (since sample sizes are large), we can take  
𝜎ଵෞ = 𝑠ଵ = 2.58,  𝜎ଶෞ = 𝑠ଶ = 2.50. 
 
(𝒊) 𝐻଴:  𝜇ଵ = 𝜇ଶ, I.e., the sample means do not differ significantly. 
𝐻ଵ:  𝜇ଵ ≠ 𝜇ଶ (Two tailed). 

Under the null hypothesis 𝐻଴, the test statistic is  𝑍 =
௫భୀ௫మ

ඨቆ
ೞభ

మ

೙భ
ା

ೞమ
మ

೙మ
ቇ

∼

𝑁(0,  1),  since samples are large.   

Now,  𝑍 =
଺଻.ସଶି଺଻.ଶହ

ට൬
(మ.ఱఴ)మ

భబబబ
ା

(మ.ఱబ)మ

భమబబ
൰

=
଴.ଵ଻

ටቀ
ల.లల

భబబబ
ା

ల.మఱ

భమబబ
ቁ

= 1.56 

 
Conclusion. Since |𝑍| < 1.96, null hypothesis may be accepted as 5% 
level of significance and we may conclude that there is no significant 
difference between sample means. 
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(𝒊𝒊) Under 𝐻଴: there is no significant difference between sample 
standard deviations, 𝑍 =

௦భି௦మ

ௌ.ா. (௦భି௦మ)
∼ 𝑁(0,  1) , since samples are 

large.      Now   𝑆. 𝐸.  (𝑠ଵ − 𝑠ଶ) = ටቀ
ఙభ

మ

ଶ௡భ
+

ఙమ
మ

ଶ௡మ
ቁ = ටቀ

௦భ
మ

ଶ௡భ
+

௦మ
మ

ଶ௡మ
ቁ. If 𝜎ଵ 

and 𝜎ଶ are not known and 𝜎ଵෞ = 𝑠ଵ,  𝜎ଶෞ = 𝑠ଶ. 

∴  𝑆. 𝐸. (𝑠ଵ − 𝑠ଶ) = ඨቊ
(2.58)ଶ

2 × 1000
+

(2.50)ଶ

2 × 1200
ቋ = 0.07746 

Hence                       𝑍 =
ଶ.ହ଼ିଶ.ହ଴

଴.଴଻଻ସ଺
=

଴.଴଼

଴.଴଻଻ସ଺
= 1.03. 

Conclusion. Since |𝑍| < 1.96, the data don’t provide us any evidence 
against the null hypothesis which may be accepted as 5%  level of 
significance. Hence the sample standard deviations do not differ 
significantly. 
 
Example 11.7.7.Two populations have their means equal, but S.D. of 
one is twice the other. Show that in the samples of size 2000 from 
each drawn under simple sampling conditions, the difference of means 
will, in all probability, not exceed 0.15𝜎, where 𝜎 is the smaller S.D. 
What is the probability that the difference will exceed half this 
amount? 
 
Solution. Let the standard deviations of the two populations be 𝜎 and 
2𝜎 respectively and let 𝜇 be the mean of each of the two populations. 
Also, we are given 𝑛ଵ = 𝑛ଶ = 2000. If 𝑥ଵ 𝑎𝑛𝑑  𝑥ଶ be two sample 
means then, since samples are large, 

𝑍 =
(𝑥ଵ − 𝑥ଶ) − 𝐸(𝑥ଵ − 𝑥ଶ)

𝑆. 𝐸. (𝑥ଵ − 𝑥ଶ)
∼ 𝑁(0,  1) 

     Now         𝐸(𝑥ଵ − 𝑥ଶ) = 𝐸(𝑥ଵ) − 𝐸(𝑥ଶ) = 𝜇 − 𝜇 = 0 𝑎𝑛𝑑 

𝑆. 𝐸. (𝑥ଵ − 𝑥ଶ)=ටቀ
ఙమ

௡భ
+

(ଶఙ)మ

௡మ
ቁ = 𝜎ටቀ

ଵ

ଶ଴଴଴
+

ସ

ଶ଴଴଴
ቁ = 0.05𝜎 

∴  𝑍 =
(𝑥ଵ − 𝑥ଶ)

𝑆. 𝐸. (𝑥ଵ − 𝑥ଶ)
∼ 𝑁(0,  1) 

  Under simple sampling conditions, we should in all probability have  
|𝑍| < 3  ⇒ |𝑥ଵ − 𝑥ଶ| < 3 𝑠. 𝑒. (𝑥ଵ − 𝑥ଶ) 

⇒ |𝑥ଵ − 𝑥ଶ| < 0.15𝜎, 
which is the required result. 

We want                        𝑝 = 𝑃 ቂ|𝑥ଵ − 𝑥ଶ| >
ଵ

ଶ
× 0.15𝜎ቃ 

∴  = 1 − 2𝑃(0 ≤ 𝑍 ≤ 1.5) = 1 − 2 × 0.4332 = 0.1336. 
 

11.8. SUMMARY: - 
 

In this unit, we have studied the basic terminology of sample 
and population. We have also read the types of sampling. In this we 
have also explained about Hypothesis, Error, Level Of Significance 
and Procedure. 



ADVANCED STATISTICS                                                 MAT 503 

 

 Department of Mathematics 
Uttarakhand Open University Page 216 
 

11.9.GLOSSARY:- 
 
(i) Random Variable 
(ii) Independent and Identical Random Variable 
(iii) Sample 
(iv) Population. 
(v) Statistic. 
(vi) Parameter 
(vii) Estimates 
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11.11. SUGGESTED READINGS:- 
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probability and statistics. John Wiley & Sons 

2. A.M. Goon: Fundamental of Statistics (7th Edition), 1998 
3. R.V. Hogg and A.T. Craig: Introduction to Mathematical Statistics, 

MacMacMillan, 2002 
4. R.V. Hogg, Joseph W. Mc Kean and T. Allen: Craig: Introduction 

to Mathematical Statistics (7th edition), Pearson Education, 2013. 
5. Irwin Miller and Marylees Miller John E. Freund: Mathematical 

Statistics with Applications (8th Edition). Pearson. Dorling 
Kindersley Pvt. Ltd. India, 2014. 
 

11.11 TERMINAL QUESTIONS:- 
 
TQ 1.A normal population has a mean of 0·1 and standard deviation of 
2.1. Find the probability that mean of a sample of size 900 will be 
negative. 
 
TQ 2.The average hourly wage of a sample of 150 workers in a plant 
'A' was Rs. 2·56 with a standard deviation of Rs. 1·08. The average 
wage of a sample of 200 workers in plant 'B' was Rs. 2·87 with a 
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standard deviation of Rs. 1·28. Can an applicant safely assume that the 
hourly wages paid by plant 'B' are higher than those paid by plant ‘A' ? 
 
TQ 3.In a certain factory there are two independent processes 
manufacturing the same item. The average weight in a sample of 250 
items produced from one process is found to be 120 ozs. with a 
standard deviation of 12 ozs. while the corresponding figures in a 
sample of 400 items from the other process are 124 and 14. Obtain the 
standard error of difference between the two sample means. Is this 
difference significant? Also find the 99% confidence limits for the 
difference in the average weights of items produced by the two 
processes respectively. 
 
TQ 4.The mean height of 50 male students who showed above average 
participation in college athletics was 68·2 inches with a standard 
deviation of 2·5 inches; while 50 male students who showed no 
interest in such participation had a mean height of 67·5 inches with a 
standard deviation of 2·8inches. 

(i) Test the hypothesis that male students who participate in 
college athletics are taller than other male students. 

(ii) By how much  should the sample size of each of the two 
groups be increased in order that the observed difference of 
0·7 inches in the mean heights be significant at the 5% level 
of significance. 
 

11.12.ANSWER:- 
 
Answer of Check your progress Questions:-  
 
CYQ 1:൫ே

௡
൯. 

CYQ 2:∞. 
CYQ 3: n! ways. 
CYQ 4:1/൫ே

௡
൯. 

CYQ 5:an estimator. 
CYQ 6:2.5 
CYQ 7:

௡

௡ିଵ
𝑝𝑞. 

CYQ 8: √2. 
CYQ 9: 

௡

ே
. 

CYQ 10: 1 

CYQ 11: 
஢మ

௡
. 
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Answer of Terminal Questions:- 
 
TQ1 0.0764 
TQ2 The average hourly wages paid by plant 'B' are higher than those 
paid by plant 'A'. 
TQ3 Standard error is 1·034. There is significant difference between 
the sample means. 1·33 < |𝜇ଵ − 𝜇ଶ|<6·67. 
TQ 4 (i). College athletes are not taller than other male students. 
(ii).  The sample size of each of the two groups should be increased by 
at least 78 - 50 = 28, in order that the difference between the mean 
heights of the two groups is significant. 
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UNIT12:-EXACT SAMPLING 
DISTRIBUTION-I 
 
CONTENTS: 
 
12.1. Introduction 
12.2. Objectives 
12.3. Chi-Square Distribution 
12.4. M.G.F of Chi-square (𝜒ଶ) Distribution 
12.5. Theorems on Chi-square (𝜒ଶ) 
12.6. Application of  𝜒ଶ variate (test in 𝜒ଶ distribution) 
12.7. Solved Examples 
12.8. Summary  
12.9. Glossary 
12.10. References  
12.11. Suggested Readings 
12.12. Terminal Questions  
12.13. Answers  
 
 

12.1.INTRODUCTION:- 
 

In previous unit we have explained about basics of sampling 
theory now in this unit we are explaining about Chi-Square 
Distribution and it’s properties. Karl Pearson's paper of 1900 
introduced what subsequently became known as the chi-squared test of 
goodness of fit. The terminology and allusions of 80 years ago create a 
barrier for the modern reader, who finds that the interpretation of 
Pearson's test procedure and the assessment of what he achieved are 
less than straightforward, notwithstanding the technical advances made 
since then. The psychiatrist wants to investigate whether the 
distribution of the patients by social class differed in these two units. 
She therefore erects the null hypothesis that there is no difference 
between the two distributions. This is what is tested by the chi squared 
(χ²) test A chi-square test is used in statistics to test the independence 
of two events. Given the data of two variables, we can get observed 
count O and expected count E. Chi-Square measures how expected 
count E and observed count O deviates each other. The Chi-square test 
of independence (also known as the Pearson Chi-square test, or simply 
the Chi-square) is one of the most useful statistics for testing 
hypotheses when the variables are nominal, as often happens in clinical 
research. 
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Fig:12.1 

Ref:https://en.wikipedia.org/wiki/Karl_Pearson#/media/File:Karl_Pear
son,_1912.jpg 
Karl Pearson 
(1857-1936) 

 

12.2.OBJECTIVES:- 
After studying this unit learner will be able to: 
 

1. Derive Chi-square distribution. 
2. Explain various concepts like m.g.f., chracterstic function, etc 

related to chi square distribution. 
3. Discuss various theorems and properties of chi-square theorem. 

 

12.3.CHI-SQUARE(𝝌𝟐) DISTRIBUTION:- 
 
When we consider, the null speculation is true, the sampling 

distribution of the test statistic is called as Chi-squared distribution. 
The Chi-squared test helps to determine whether there is a notable 
difference between the normal frequencies and the observed 
frequencies in one or more classes or categories. It gives the 
probability of independent variables. 

 
As we know if 𝑋 is a normal random variable with mean 𝜇 and 

variance 𝜎ଶ, then 𝑍 =
௑ିఓ

ఙ
 is also a normal variable with mean 0 and 

variance 1. Here the 𝑍 variable is  known as standard normal variate. 
The square of Z is called  a chi-square variable with 1 degree of 

freedom  i.e. if 𝑋 ∼ 𝑁 (𝜇, 𝜎ଶ), then 𝑍 =
௑ିఓ

ఙ
∼ 𝑁(0,1).  

Consequently, 𝑍ଶ = ቀ
௑ିఓ

ఙ
ቁ

ଶ
, is a chi-square variate with degree of 

freedom 1. In place of 𝑍ଶ we use the symbol 𝜒ଶ. 
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In general, if 𝑋௜,  (𝑖 = 1,2, … , 𝑛) are 𝑛 independent normal variables 
with mean 𝜇௜ and variance 𝜎௜

ଶ,  (𝑖 = 1,2, … , 𝑛), then 

𝜒ଶ = ∑ ቀ
௑೔ିఓ೔

ఙ೔
ቁ

ଶ
௡
௜ୀଵ , ……..(13.3.1) 

is a chi-square variable with 𝑛 degree of freedom.  
 
Problem 12.3.1:  Let 𝜒ଶ be a chi-square variable with 𝑛 degree of 
freedom. Obtain the distribution of  𝜒ଶ. 
 
Solution:Let 𝑋௜ , (𝑖 = 1,2, … , 𝑛) are independent normal distributions 
𝑁(𝜇௜,  𝜎௜

ଶ), we want the distribution of  

𝜒ଶ = ∑ ቀ
௑೔ିఓ೔

ఙ೔
ቁ

ଶ
௡
௜ୀଵ = ∑ 𝑈௜

ଶ௡
௜ୀଵ ,  where 𝑈௜ =

௑೔ିఓ೔

ఙ೔
 

Since 𝑋௜
ᇱ𝑠 are independent, 𝑈௜

ᇱ𝑠 are also independent and follow 
𝑁(0,1). 

𝑀ఞమ(𝑡) = 𝑀∑௎೔
మ(𝑡)    = ∏ 𝑀௎೔

మ(𝑡)௡
௜ୀଵ = ቂ𝑀௎೔

మ(𝑡)ቃ
௡

. 

Now,  𝑀௎೔
మ(𝑡) = 𝐸[exp[𝑡𝑈௜

ଶ]] = ∫ exp(𝑡𝑢௜
ଶ) 𝑓(𝑥௜)𝑑𝑥௜

ஶ

ିஶ
 

   = ∫ exp(𝑡𝑢௜
ଶ)

ଵ

ఙ√ଶగ

ஶ

ିஶ
exp ቀ−

(௫೔ିఓ)మ

ଶఙమ ቁ 𝑑𝑥௜ 

=
1

ඥ(2𝜋)
න exp(𝑡𝑢௜

ଶ) exp ቆ−
𝑢௜

ଶ

2
ቇ 𝑑𝑢௜

ஶ

ିஶ

∵ ቂ𝑢௜ =
𝑥௜ − 𝜇

𝜎
ቃ 

=
1

√2𝜋
න exp ൜− ൬

1 − 2𝑡

2
൰ 𝜇௜

ଶൠ 𝑑𝜇௜

ାஶ

ିஶ

 

              =
1

√2𝜋

√𝜋

ቀ
1 − 2𝑡

2
ቁ

ଵ
ଶ

= (1 − 2𝑡)ି
ଵ
ଶ 

   ∴  𝑀ఞమ(𝑡) = (1 − 2𝑡)ି
 ௡
ଶ  

 The above equation is moment generating function of a Gamma 

variable with parameters 
ଵ

ଶ
 and 

ଵ

ଶ
𝑛. Therefore from the uniqueness of 

moment generating function, 𝜒ଶ is a Gamma variate with parameter  
ଵ

ଶ
 

and 
ଵ

ଶ
𝑛. Hence if a random variable 𝑌  has a chi-square distribution 

with 𝑛  degree of freedom, then we write  𝑌 ∼ 𝜒ଶ(𝑛) and its p.d.f, is 
given by :    

 
 A teacher-researcher has obtained data from a questionnaire used for 

teachers and head teachers in the form of a contingency table of 3 × 3 
for anxiety and awareness levels. Chi-Square(χଶ)test will indicate 
whether the two variables are interdependent. 
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𝑓(𝑦) =
1

2
௡
ଶΓ ቀ

𝑛
2

ቁ
𝑒ି

௬
ଶ𝑦

ቀ
௡
ଶ

ቁିଵ
 , 0 ≤ 𝑦 < ∞. 

Example 12.3.2: If 𝑌 ∼ 𝜒ଶ(𝑛), then  
௒

ଶ
∼ 𝛾 ቀ

௡

ଶ
ቁ. 

Proof. Let 𝑊 =
ଵ

ଶ
𝑌. Then 𝑌 = 2𝑊. 

𝑔(𝑤) = 𝑓(𝑦) ฬ
𝑑𝑦

𝑑𝑤
ฬ 

=
1

2
௡
ଶΓ ቀ

𝑛
2

ቁ
𝑒ି

௬
ଶ ∙ (𝑦)

௡
ଶ

ିଵ ∙ 2 

=
1

2
௡
ଶΓ ቀ

𝑛
2

ቁ
𝑒ି௪ ∙ (2𝑤)

௡
ଶ

ିଵ ∙ 2 

=
1

Γ ቀ
𝑛
2

ቁ
𝑒ି௪ ∙ 𝑤

௡
ଶ

ିଵ;  0 ≤ 𝑦 < ∞ 

Therefore, 𝑊 ∼ 𝛾 ቀ
௡

ଶ
ቁ. 

 
 

12.4.M.G.F OF CHI-SQUARE (𝝌𝟐) 
DISTRIBUTION: - 
 
Let 𝑋 ∼ 𝜒ଶ(𝑛). Then M.G.F. of X is: 

𝑀௑(𝑡) = 𝐸(𝑒௧௑) = න 𝑒௧௫𝑓(𝑥)𝑑𝑥
ஶ

଴

 

=
1

2
௡
ଶΓ ቀ

𝑛
2

ቁ
න 𝑒௧௫𝑒ି

௫
ଶ(𝑥)

௡
ଶ

ିଵ𝑑𝑥
ஶ

଴

 

=
1

2
௡
ଶΓ ቀ

𝑛
2

ቁ
න 𝑒𝑥𝑝 ൤− ൬

1 − 2𝑡

2
൰ 𝑥൨ (𝑥)

௡
ଶ

ିଵ𝑑𝑥
ஶ

଴

 

=
1

2
௡
ଶΓ ቀ

𝑛
2

ቁ
×

Γ ቀ
𝑛
2

ቁ

ቀ
1 − 2𝑡

2
ቁ

௡
ଶ

 

Hence, the M.G.F. of 𝛘𝟐- variate with n degree of freedom is: 

𝑀௑(𝑡) = ൬
1 − 2𝑡

2
൰

ି
௡
ଶ

, |2𝑡| < 1. 

 Cumulant Generating Function of χଶ − distribution𝐾௑(𝑡) =
𝑙𝑜𝑔𝑀௑(𝑡). 

 𝑘௥ = Coefficient of 
௧ೝ

௥!
 in 𝐾(𝑡) = 𝑛2௥ିଵ(𝑟 − 1)!. 

 Mode of the chi-square distribution with𝑛 degree of freedom is 
(𝑛 − 2). 

 Mean of the chi-square distribution𝑘ଵ = 𝑛,  Variance 𝜇ଶ =  𝑘ଶ 
= 2𝑛. 

 𝜇ଷ =  𝑘ଷ = 8𝑛 , 𝜇ସ =  𝑘ସ + 3𝑘ଶ
ଶ = 48𝑛 + 12𝑛ଶ. 
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 𝛽ଵ =
ఓయ

మ

ఓమ
య =  

଼

௡
 and  𝛽ଶ =

ఓర

ఓమ
మ =  

ଵଶ

௡
+ 3 , 

 Skewness = ට
ଶ

௡
. 

 Chi square distribution tends to normal distribution for large 
𝑑. 𝑓. 

 The sum of independent Chi – square variates is also a 
χଶ −variate. Converse is also true. 
 

12.5. THEOREMS ONCHI-SQUARE (𝝌𝟐) 
DISTRIBUTION:- 
 
Theorem 12.5.1: If 𝒳ଵ

ଶ and 𝒳ଶ
ଶ are two independents    𝒳ଶ-variates 

with 𝑛ଵ and 𝑛ଶd.f. respectively, then 
𝒳భ

మ

𝒳మ
మ is a 𝛽ଶ ቀ

௡భ

ଶ
,

௡మ

ଶ
ቁ variate. 

 
Proof: Since 𝒳ଵ

ଶ and 𝒳ଶ
ଶ are independent    𝒳ଶ-variates with 𝑛ଵ and 𝑛ଶ 

d.f. 
respectively, therefore their joint probability differential is given by the 
compound probability theorem as 

𝑑𝑃(𝒳ଵ
ଶ, 𝒳ଶ

ଶ) = 𝑑𝑃(𝒳ଵ
ଶ)𝑑𝑃(𝒳ଶ

ଶ ) 
  
 =

ଵ

ଶ
೙భ
మ ୻ቀ

೙భ
మ

ቁ
𝑒ି

𝒳భ
మ

మ (𝒳ଵ
ଶ)ቀ

೙భ
మ

ቁିଵ
𝑑(𝒳ଵ

ଶ).
ଵ

ଶ
೙మ
మ ୻ቀ

೙మ
మ

ቁ
𝑒ି

𝒳మ
మ

మ (𝒳ଶ
ଶ)ቀ

೙మ
మ

ቁିଵ
𝑑(𝒳ଶ

ଶ) 

=
1

2
(௡భା௡మ)

ଶ Γ ቀ
𝑛ଵ

2
ቁ Γ ቀ

𝑛ଶ

2
ቁ

𝑒ି
(𝒳భ

మା𝒳మ
మ)

ଶ (𝒳ଵ
ଶ)ቀ

௡భ
ଶ ቁିଵ(𝒳ଶ

ଶ)ቀ
௡మ
ଶ ቁିଵ

𝑑(𝒳ଵ
ଶ)𝑑(𝒳ଶ

ଶ) 

Now, let 𝑢 =
𝒳భ

మ

𝒳మ
మ  and 𝑣 = 𝒳ଶ

ଶ. Then 𝒳ଵ
ଶ = 𝑢𝑣 and  𝒳ଶ

ଶ = 𝑣. Thus, the 

Jacobian is given by 

𝐽 =
𝜕(𝒳ଵ

ଶ, 𝒳ଶ
ଶ)

𝜕(𝑢, 𝑣)
= ቚ

𝑣 𝑢
0 1

ቚ = 𝑣. 

Thus, the joint distribution of random variables 𝑈 and 𝑉 becomes 
𝑑𝐺(𝑢, 𝑣)

=
1

2
(௡భା௡మ)

ଶ Γ ቀ
𝑛ଵ
2

ቁ Γ ቀ
𝑛ଶ
2

ቁ

𝑒

൬ି
(ଵା୳)୴

ଶ
൰

ଶ (𝑢𝑣)ቀ
௡భ
ଶ

ቁିଵ(𝑣)ቀ
௡మ
ଶ

ቁିଵ|𝐽|𝑑(𝑢)𝑑(𝑣) 

=
1

2
(௡భା௡మ)

ଶ Γ ቀ
𝑛ଵ
2

ቁ Γ ቀ
𝑛ଶ
2

ቁ

𝑒

൬ି
(ଵା୳)୴

ଶ
൰

ଶ (𝑢)ቀ
௡భ
ଶ

ିଵቁ(𝑣)ቀ
௡భା௡మ

ଶ
ିଵቁ

𝑑(𝑢)𝑑(𝑣) 

Integrating w.r.t. 𝑣  over the range 0 to ∞, we get the marginal 
distribution of U as 

𝑑 𝐺ଵ(𝑢) = න 𝑑𝐺(𝑢, 𝑣)
ஶ

଴
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=
1

2
(௡భା௡మ)

ଶ Γ ቀ
𝑛ଵ

2
ቁ Γ ቀ

𝑛ଶ

2
ቁ

(𝑢)ቀ
௡భ
ଶ

ିଵቁ
𝑑𝑢

× න 𝑒

൬ି
(ଵା୳)୴

ଶ
൰

ଶ

ஶ

଴

(𝑣)ቀ
௡భା௡మ

ଶ
ିଵቁ

𝑑𝑣 

 

=
1

2
(௡భା௡మ)

ଶ Γ ቀ
𝑛ଵ

2
ቁ Γ ቀ

𝑛ଶ

2
ቁ

(𝑢)ቀ
௡భ
ଶ

ିଵቁ
𝑑𝑢

× න 𝑒

൬ି
(ଵା୳)୴

ଶ
൰

ଶ

ஶ

଴

(𝑣)ቀ
௡భା௡మ

ଶ ିଵቁ
𝑑𝑣 

 

=
𝑢(௡భ/ଶ)ିଵ

2
(௡భା௡మ)

ଶ Γ ቀ
𝑛ଵ
2

ቁ Γ ቀ
𝑛ଶ
2

ቁ

𝑑𝑢 ×
Γ ቀ

𝑛ଵ + 𝑛ଶ

2
ቁ

(1 + 𝑢)(௡భା௡మ)/ଶ
 

=
1

𝐵 ቀ
𝑛ଵ

2
,
𝑛ଶ

2
ቁ

×
𝑢(௡భ/ଶ)ିଵ

(1 + 𝑢)(௡భା௡మ)/ଶ
𝑑𝑢,   0 ≤ 𝑢 ≤ ∞. 

Hence 𝑈 =
𝒳భ

మ

𝒳మ
మ   is a 𝛽ଶ ቀ

௡భ

ଶ
,

௡మ

ଶ
ቁ variate. 

 
Theorem 12.5.2: If 𝒳ଵ

ଶ and 𝒳ଶ
ଶ are two independents    𝒳ଶ-variates 

with 𝑛ଵ and 𝑛ଶd.f. respectively, then 

𝑈 =
𝒳ଵ

ଶ

𝒳ଵ
ଶ + 𝒳ଶ

ଶ and 𝑉 = 𝒳ଵ
ଶ + 𝒳ଶ

ଶ 

Are independently distributed, 𝑈 as 𝛽ଵ ቀ
௡భ

ଶ
,

௡మ

ଶ
ቁ variate and 𝑉 as    𝒳ଶ-

variates with (𝑛ଵ + 𝑛ଶ)d.f. 
 
Proof: As we discussed in previous theorem 
𝑑𝑃(𝒳ଵ

ଶ, 𝒳ଶ
ଶ)

=
1

2
(௡భା௡మ)

ଶ Γ ቀ
𝑛ଵ

2
ቁ Γ ቀ

𝑛ଶ

2
ቁ

𝑒ି
൫𝒳భ

మା𝒳మ
మ൯

ଶ (𝒳ଵ
ଶ)ቀ

௡భ
ଶ ቁିଵ(𝒳ଶ

ଶ)ቀ
௡మ
ଶ ቁିଵ

𝑑(𝒳ଵ
ଶ)𝑑(𝒳ଶ

ଶ),

0 ≤ 𝒳ଵ
ଶ, 𝒳ଶ

ଶ < ∞ 
 

Now, let 𝑢 =
𝒳భ

మ

𝒳భ
మା𝒳మ

మ  and 𝑣 = 𝒳ଵ
ଶ + 𝒳ଶ

ଶ. Then 𝒳ଵ
ଶ = 𝑢𝑣 and  𝒳ଶ

ଶ =

𝑣 − 𝒳ଵ
ଶ = (1 − 𝑢)𝑣. 

As 𝒳ଵ
ଶ   and 𝒳ଶ

ଶboth range from 0 to ∞, therefore 𝑢 ranges from 0 to 1 
and 𝑣 from 0 to ∞. And the Jacobian is given by 

𝐽 =
𝜕(𝒳ଵ

ଶ, 𝒳ଶ
ଶ)

𝜕(𝑢, 𝑣)
= ቚ

𝑣 𝑢
−𝑣 1 − 𝑢

ቚ = 𝑣. 

Thus, the joint distribution of random variables 𝑈 and 𝑉 becomes 
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𝑑𝐺(𝑢, 𝑣) =
1

2
(௡భା௡మ)

ଶ Γ ቀ
𝑛ଵ

2
ቁ Γ ቀ

𝑛ଶ

2
ቁ

𝑒
ି௩
ଶ (𝑢𝑣)ቀ

௡భ
ଶ

ቁିଵ((1

− 𝑢)𝑣)ቀ
௡మ
ଶ

ቁିଵ|𝐽|𝑑(𝑢)𝑑(𝑣) 

=
1

2
(௡భା௡మ)

ଶ Γ ቀ
𝑛ଵ
2

ቁ Γ ቀ
𝑛ଶ
2

ቁ

(𝑢)ቀ
௡భ
ଶ

ିଵቁ(1

− 𝑢)ቀ
௡మ
ଶ

ቁିଵ
𝑒

ି௩
ଶ (𝑣)ቀ

௡భା௡మ
ଶ

ିଵቁ
𝑑𝑢𝑑𝑣 

= ቎
Γ ቀ

𝑛ଵ + 𝑛ଶ

2
ቁ

Γ ቀ
𝑛ଵ

2
ቁ Γ ቀ

𝑛ଶ

2
ቁ

(𝑢)ቀ
௡భ
ଶ

ିଵቁ(1 − 𝑢)ቀ
௡మ
ଶ

ቁିଵ
𝑑𝑢቏

×
1

2
(௡భା௡మ)

ଶ Γ ቀ
𝑛ଵ + 𝑛ଶ

2
ቁ

𝑒
ି௩
ଶ (𝑣)ቀ

௡భା௡మ
ଶ

ିଵቁ
𝑑𝑣 

 
Since the joint probability differential of 𝑈 and 𝑉  is the product of 
their respective probabitlity differentials, 𝑈 and 𝑉  are independently 
distributed, with 

𝑑 𝐺ଵ(𝑢) =
1

𝐵 ቀ
𝑛ଵ
2

,
𝑛ଶ
2

ቁ
𝑢(௡భ/ଶ)ିଵ(1 − 𝑢)(௡మ/ଶ)ିଵ𝑑𝑢,   0 ≤ 𝑢 ≤ 1 

𝑑 𝐺ଶ(𝑣) =
1

2(௡భା௡మ)/ଶ. Γ ቀ
𝑛ଵ + 𝑛ଶ

2
ቁ

exp ቀ−
𝑣

2
ቁ 𝑣

ቂ
௡భା௡మ

ଶ ቃିଵ
  𝑑𝑣, 

0 ≤ 𝑣 ≤ ∞ 
 

𝑖. 𝑒., 𝑈 as a𝛽ଵ ቀ
௡భ

ଶ
,

௡మ

ଶ
ቁ  variate and 𝑉 as a   𝒳ଶ–variate with (𝑛ଵ + 𝑛ଶ) 

d.f. 
Remark 12.5.3 On the basis of above we have following remarks: 
If  𝑋~𝒳ଶ

(௡భ)andY~𝒳𝟐
(𝒏𝟐)are independent chi-square variates then: 

(i) 𝑋 + 𝑌~𝒳ଶ
(௡భା௡మ), hence the sum of two independent 

chi-square variates is also a chi-square variate.  

(ii) 
௑

௒
 ~ 𝛽ଶ ቀ

௡భ

ଶ
,

௡మ

ଶ
ቁ, hence the ratio of two independent chi-

square variates is a 𝛽ଶ variate. 
 
Theorem 12.5.4In a random and large sample, 

𝒳ଶ = ෍ ቈ
(𝑛௜ − 𝑛𝑝௜)ଶ

𝑛𝑝௜
቉

௞

௜ୀଵ

, 

Follows chi-square distribution approximately with (𝑘 − 1) degrees of 
freedom, where 𝑛௜is the observed frequency and 𝑛𝑝௜ the corresponding 
expected frequency of the 𝑖th class, (𝑖 = 1,2, … . 𝑘), ∑ 𝑛௜ = 𝑛.௞

௜ୀଵ  
  
Proof.   Let us consider a random sample of size 𝑛, whose members 
are distributed at random in 𝑘 classes or cells. Let  𝑝௜ be the probability 
that sample observation will fall in the 𝑖th cell,(𝑖 = 1,2, … . 𝑘). Then 
the probability 𝑃 of there being 𝑛௜ members in the 𝑖th cell,(𝑖 =
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1,2, … . 𝑘) respectively is given by the multinomial probability law, by 
the expression 

𝑃 =
𝑛 !

𝑛ଵ !  𝑛ଶ ! ….   𝑛௞ !
𝑝ଵ

௡భ 𝑝ଶ
௡మ … 𝑝௞

௡ೖ , 

where∑ 𝑛௜ = 𝑛௞
௜ୀଵ   and    ∑ 𝑝௜ = 1.௞

௜ୀଵ  
 If 𝑛 is sufficiently large so that 𝑛௜, (𝑖 = 1,2, … . . , 𝑘) are not 
small then by Stirling’s approximation to factorials for large 𝑛, which 
is 

 lim௡→ஶ(𝑛 !) ≈ √2𝜋 𝑒ି௡ 𝑛௡ା
భ

మ , we get 
 

𝑃 ≈
√2𝜋 𝑒ି௡ 𝑛௡ା

ଵ
ଶ

(√2𝜋)௞𝑒ି(௡భା௡మା⋯…ା௡ೖ)
×

𝑝ଵ
௡భ 𝑝ଶ

௡మ … 𝑝௞
௡ೖ 

𝑛ଵ
௡భା

ଵ
ଶ  𝑛ଶ

௡మା
ଵ
ଶ ….  𝑛௞

௡ೖା
ଵ
ଶ

 

≈
𝑒ିଵ 𝑛௡ା

ଵ
ଶ ቀ

𝑛𝑝ଵ

𝑛ଵ
ቁ

௡భା
ଵ
ଶ

ቀ
𝑛𝑝ଶ

𝑛ଶ
ቁ

௡మା
ଵ
ଶ

… ቀ
𝑛𝑝௞

𝑛௞
ቁ

௡ೖା
ଵ
ଶ

൫√2𝜋൯
௞ିଵ

𝑒ି௡𝑛
௡భା௡మା⋯…ା௡ೖାቀ

௞
ଶ

ቁ
 (𝑝ଵ𝑝ଶ … . 𝑝௞)

ଵ
ଶ

 

≈ 𝐶 ෑ ൬
𝑛𝑝௜

𝑛௜
൰

௡భା
ଵ
ଶ

௞

௜ୀଵ

 

where  𝐶 =
ଵ

(ଶగ)(ೖషభ)/మ௡(ೖషభ)/మ(௣భ௣మ….௣ೖ)భ/మ, is a constant, independent  of   

𝑛௜’s. 
therefore,  

log 𝑃 ≈ log 𝐶  +∑ (𝑛௜ +
ଵ

ଶ
)௞

௜ୀଵ   logቀ
ఒ೔

௡೔
ቁ, 

log 𝑃/𝐶  ≈ ෍(𝑛௜ +
1

2
)

௞

௜ୀଵ

log ൬
𝜆௜

𝑛௜
൰ , 

where 𝜆௜ = 𝑛𝑃௜  is the expected frequency for the 𝑖th cell,  𝑖. 𝑒., 
𝐸(𝑛௜) =  𝑛𝑃௜=𝜆௜ , (𝑖 = 1,2, … 𝑘). 

Define                                       𝜉௜ =
௡೔ିఒ೔

ඥఒ೔
, 

so that  𝑛௜ − 𝜆௜ =  𝜉௜ඥ𝜆௜            ⟹    𝑛௜ = 𝜆௜ +  𝜉௜ඥ𝜆௜. 
This implies that 

log(P/C)  ≈ ∑ ቀ𝜆௜ +  𝜉௜ඥ𝜆௜ +
ଵ

ଶ
ቁ log ൤

ఒ೔

ఒ೔ା క೔ඥఒ೔
൨௞

௜ୀଵ  

≈ ෍(𝜆௜ +  𝜉௜ඥ𝜆௜ +
1

2
)logൣ1/൛1 +  𝜉௜/ඥ𝜆௜ൟ൧

௞

௜ୀଵ

 

= − ෍(𝜆௜ +  𝜉௜ඥ𝜆௜ +
1

2
)logൣ൛1 +  (𝜉௜/ඥ𝜆௜)ൟ൧

௞

௜ୀଵ

 

Further, if we assume that  𝜉௜ is small compared with 𝜆௜,  the expansion 

of   log 1 + ( 𝜉௜/ඥ𝜆௜)  in ascending powers of  𝜉௜/ඥ𝜆௜  is valid.  

∴             log(P/C)   ≈ − ∑ ቀ𝜆௜ +  𝜉௜ඥ𝜆௜ +
ଵ

ଶ
𝜆௜ቁ ൤

 క೔

ඥఒ೔
−

ଵ

ଶ

 క೔
మ

ఒ೔
+௞

௜ୀଵ

𝑂 (1/𝜆௜
ଷ/ଶ)൨ 
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≈ − ෍ ൤ 𝜉௜ඥ𝜆௜ −
1

2
 𝜉௜

ଶ + 𝑂 (1/𝜆௜
ିଵ/ଶ)൨ ,

௞

௜ୀଵ

 

Neglecting higher powers of 𝜉௜ඥ𝜆௜ if  𝜉௜ is small compared with 𝜆௜. 

Since 𝑛 is large, so is 𝜆௜ = 𝑛𝑃௜ .   Hence  𝑂 ቀ𝜆௜
ି

భ

మቁ → 0 for large 𝑛. 

Also    ∑  𝜉௜ඥ𝜆௜  ≈௞
௜ୀଵ ∑ (𝑛௜ − 𝜆௜) =௞

௜ୀଵ ∑ 𝑛௜
௞
௜ୀଵ − ∑ 𝜆௜

௞
௜ୀଵ  

≈ ∑ 𝑛௜
௞
௜ୀଵ − 𝑛 ∑ 𝑃௜ = 𝑛 − 𝑛 = 0௞

௜ୀଵ                  (∴ ∑ 𝑛௜ =
𝑛, ∑ 𝑃௜ = 1) 

∴Log(P/C) ≈ − ቈ∑  𝜉௜ඥ𝜆௜ +
ଵ

ଶ
∑  𝜉௜

ଶ + 𝑂 ቆ
ଵ

ఒ೔
ష

భ
మ

ቇ௞
௜ୀଵ

௞
௜ୀଵ ቉ ≈

−
ଵ

ଶ
∑  𝜉௜

ଶ௞
௜ୀଵ  

⟹P≈ 𝐶 exp ቀ−
ଵ

ଶ
∑  𝜉௜

ଶ௞
௜ୀଵ ቁ 

 
Which shows that   𝜉௜, (𝑖 = 1,2, … 𝑘)  are distributed as independent 
standard normal varieties. 

Hence                  ∑  𝜉௜
ଶ = ∑ ቂ

(௡೔ିఒ೔)మ

ఒ೔
ቃ௞

௜ୀଵ
௞
௜ୀଵ , 

Being the sum of the squares of 𝑘 independent standard normal 
variates is a 𝒳𝟐variate with (𝑘 − 1) d.f., one d.f. being lost because of 
the linear constraint 

෍  𝜉௜ඥ𝜆௜ = ෍(

௞

௜ୀଵ

𝑛௜ − 𝜆௜) = 0  ⟹ ෍ 𝑛௜

௞

௜ୀଵ

= ෍ 𝜆௜

௞

௜ୀଵ

 

 
Remarks 12.5.5(i).  If 𝑂௜ and  𝐸௜(𝑖 = 1,2, … , 𝑘),  be a set of observed 
and expected frequencies, then 

𝒳ଶ = ෍ ቈ
(𝑂௜ − 𝐸௜)

ଶ

𝐸௜
቉

௞

௜ୀଵ

, (෍ 𝑂௜

௞

௜ୀଵ

= ෍ 𝐸௜

௞

௜ୀଵ

) 

Follows chi-square distribution with  (𝑘 − 1) degree of freedom. 
Another convenient form of this formula is as follows: 

𝒳ଶ = ෍ ቈ
𝑂௜

ଶ − 𝐸௜
ଶ − 2𝑂௜𝐸௜

𝐸௜
቉ =

௞

௜ୀଵ

෍ ቆ
𝑂௜

ଶ

𝐸௜
+ 𝐸௜ − 2𝑂௜ቇ

௞

௜ୀଵ

 

= ෍ ቆ
𝑂௜

ଶ

𝐸௜
ቇ

௞

௜ୀଵ

+  ෍ 𝐸௜

௞

௜ୀଵ

− 2 ෍ 𝑂௜

௞

௜ୀଵ

 

≈ ෍ ቆ
𝑂௜

ଶ

𝐸௜
ቇ

௞

௜ୀଵ

− 𝑁, 

Where∑ 𝑂௜
௞
௜ୀଵ = ∑ 𝐸௜

௞
௜ୀଵ = 𝑁 (say), is the total frequency. 

 
(ii). Conditions for the Validity of    𝓧𝟐-test:     𝒳ଶ-test is an 
approximate test for large values of 𝑛. For the validity of chi-square 
test of ‘𝑔𝑜𝑜𝑑𝑛𝑒𝑠𝑠 𝑜𝑓 𝑓𝑖𝑡′ between theory and experiment, the 
following conditions must be satisfied: 

a) The sample observations should be independent. 
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b) Constraints on the cell frequencies, if any, should be linear,  
𝑒. 𝑔. , ∑ 𝑛௜ = ∑ 𝜆௜ or∑ 𝑂௜ = ∑ 𝐸௜. 

c) 𝑁, the total frequency should be reasonably large, say, greater 
than 50. 

d) No theoretical cell frequency should be less than 5. (The chi 
square distribution is essentially a continuous distribution but it 
cannot maintain its character of continuity if cell frequency is 
less than 5). If any theoretical cell frequency is less than 5, then 
for the application of  𝒳ଶ-test, it is pooled with the preceding 
or succeeding frequency so that the pooled-frequency is more 
than 5 and finally adjust for the degree of freedom lost in 
pooling. 

e) It may be noted that the  𝒳ଶ-test depends only on the set of 
observed and expected frequencies and on degrees of freedom 
(𝑑. 𝑓.). It does not make any assumptions regarding the parent 
population from which the observations are taken.  Since 
 𝒳ଶdefined in (13.8) does not involve any population 
parameters, it is termed as a statistic and the test is known as 
Non-Parametric Test or Distribution-Free Test. 

f) Critical Values. Let 𝒳௡
ଶ(α)denote the value of chi-square for 

n.𝑑. 𝑓. such that the area to the right of this point is α, i.e., 
 𝑃[𝒳ଶ > 𝒳௡

ଶ(𝛼)] = 𝛼 
 

 
The value 𝒳୬

ଶ(α)defined in previous equation is known as the 
 upper (right − tailed) α-point or Critical Value or Significant 
Value of chi-square for n degree of freedom and has been 
tabulated for different values of n and α in Table VI in the 
Appendix at the end of the book. From these tables we observe 
that the critical values of  𝒳ଶ increase as n (d.f.) increases and 
level of significance (α) decreases. 

 

12.6. APPLICATION OF CHI-SQUARE (TEST IN CHI-
SQUARE):- 

 
Chi-square Test for Population Variance. Suppose we want to test if 
a random sample 𝑥௜ , (𝑖 = 1,2, … , 𝑛)  has been drawn from a normal 
population with a specified variance 𝜎ଶ = 𝜎଴

ଶ , (say). 
 Under the null hypothesis that the population variance is 𝜎ଶ = 𝜎଴

ଶ , the 
statistic 



ADVANCED STATISTICS                                                 MAT 503 

 

 Department of Mathematics 
Uttarakhand Open University Page 229 
 

𝜒ଶ = ෍ ቈ
(𝑥௜ − 𝑥)ଶ

𝜎଴
ଶ ቉

௡

௜ୀଵ

=
1

𝜎଴
ଶ ൥෍ 𝑥௜

ଶ

௡

௜ୀଵ

−
(∑ 𝑥௜

௡
௜ୀଵ )ଶ

𝑛
൩ =

𝑛𝑠ଶ

𝜎଴
ଶ  

Follows chi-square distribution with (𝑛 − 1)𝑑. 𝑓. 
  By comparing the calculated value with the tabulated value of 𝜒ଶ for 
(𝑛 − 1) 𝑑. 𝑓.  at certain level of significance, (usually 5% ), we may 
retain or reject the null hypothesis. 
 
Remarks 12.6.1 (i). The above test  can be applied only if the 
population from which sample is drawn is normal. 
(ii). If the sample size n is large (> 30), then we can use Fisher’s 
approximation  

ඥ2𝜒ଶ ∼ 𝑁൫√2𝑛 − 1,  1൯ 

i.e.,                          𝑍 = ඥ2𝜒ଶ − √2𝑛 − 1 ∼ 𝑁(0,1) 
And apply Normal Test. 
 
𝐍𝐨𝐭𝐞 𝐨𝐧 𝐃𝐞𝐠𝐫𝐞𝐞𝐬 𝐨𝐟 𝐅𝐫𝐞𝐞𝐝𝐨𝐦 (𝐝. 𝐟. ) The number of independent 
variates which make up the statistic (e.g.,𝜒ଶ) is known as the degrees 
of freedom (d.f.) and is usually denoted by 𝜈. The number of degrees 
of freedom, in general, is the total number of observations less the 
number of independent constraints imposed on the observations. For 
example, if 𝑘  is the number of independent constraints in a set of data 
of 𝑛 observations then 𝜈 = (𝑛 − 𝑘). Thus, in a set of 𝑛 observations 
usually, the degrees of freedom for 𝜒ଶ are (𝑛 − 1), one d.f. being lost 
because of the linear constraint ∑ 𝑂௜

 
௜  = ∑ 𝐸௜

 
 ௜ = 𝑁, on the frequencies. 

If ‘r’ independent linear constraints are imposed on the cell 
frequencies, then the d.f. are reduced by ‘r’. In addition, if any of the 
population parameter(s) is(are) calculated from the given data and used 
for computing the expected frequencies then in applying 𝜒ଶ − 𝑡𝑒𝑠𝑡 of 
goodness of fit, we have to subtract one d.f. for each parameter 
calculated. Thus if ‘s’ is the number of population parameters 
estimated from the sample observations (𝑛  in number), then the 
required number of degrees of freedom for 𝜒ଶ − 𝑡𝑒𝑠𝑡 is (𝑛 − 𝑠 − 1).If 
any one or more of the theoretical frequencies is less than 5 then in 
applying, 𝜒ଶ − 𝑡𝑒𝑠𝑡 we have also to subtract the degrees of freedom 
lost in pooling these frequencies with the preceding or succeeding 
frequency (or frequencies). In a 𝑟 × 𝑠 cotingency table, in calculating 
the expected frequencies, the row totals, the column totals and the 
grand totals remain fixed. The fixation of ′𝑟ᇱ column totals and ′𝑠ᇱ row 
totals impose (𝑟 + 𝑠) constraints on the cell frequencies. But since  
∑ 𝐴௜

௥
௜ୀଵ = ∑ ൫𝐵௝൯௥

௜ୀଵ = 𝑁. The total number of independent constraints 
is only (𝑟 + 𝑠 − 1). Further, since the total number of the cell-
frequencies is 𝑟 × 𝑠 , the required number of degrees of freedom is 
𝜈 = 𝑟𝑠 − (𝑟 + 𝑠 − 1) = (𝑟 − 1)(𝑠 − 1). 
 
𝐂𝐡𝐢 − 𝐬𝐪𝐮𝐚𝐫𝐞 𝐓𝐞𝐬𝐭 𝐨𝐟 𝐆𝐨𝐨𝐝𝐧𝐞𝐬𝐬 𝐨𝐟 𝐅𝐢𝐭.  A very powerful test for 
testing the significance of the discrepancy between theory and 
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experiment was given by Prof. Karl Pearson in 1900 and is known as 
“Chi-square Test of Goodness of fit.” It enables us to find if the 
deviation of the experiment from theory is just by chance or is it really 
due to the inadequacy of the theory to fit the observed data.If 𝑂௜,  (𝑖 =
1,2, … , 𝑛) is a set of observed (experimental) frequencies and 𝐸௜(𝑖 =
1,2,3, … , 𝑛) is the corresponding set of expected (theoretical or 
hypothetical) 
Frequencies, then Karl Pearson’s chi-square, given by 

𝜒ଶ = ෍ ቈ
(𝑂௜ − 𝐸௜)

ଶ

𝐸௜
቉

௡

௜ୀ଴

,           ൭  ෍ 𝑂௜

௡

௜ୀ଴

= ෍ 𝐸௜

௡

௜ୀ଴

൱ 

Follows chi-square distribution with (𝑛 − 1)𝑑. 𝑓. 
 
 

Chi-square Probability Curve 
 
 

 
 
 

Fig 12.6.1 
Ref: https://en.wikipedia.org/wiki/Chi-

squared_distribution#/media/File:Chi-square_pdf.svg 
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12.7.SOLVED EXAMPLES: - 
 
𝐄𝐱𝐚𝐦𝐩𝐥𝐞𝟏𝟐. 𝟕. 𝟏:   It is believed that the precision (as measured by 
variance) of an instrument is no more than 0.16.  Write down the null 
and alternative hypothesis for testing this belief. Carry out the test at 
1% level, given 11 measurements of the same subject on the 
instrument: 

2.5,  2.3,  2.4,  2.3,  2.5,  2.7,  2.5,  2.6,  2.7,  2.5.    
 
𝑺𝒐𝒍𝒖𝒕𝒊𝒐𝒏.  Null Hypothesis, 𝐻଴ = 𝜎ଶ = 0.16 
Alternative hypothesis: 𝐻ଵ: 𝜎ଶ > 0.16 
 

COMPUTAION OF SAMPLE VARIANCE 
𝑿  𝑿 − 𝑿 ൫𝑿 − 𝑿൯

𝟐
 

2.5 -0.01 0.0001 
2.3 -0.21 0.0441 
2.4 -0.11 0.0121 
2.3 -0.21 0.0441 

Check Your Progress 

1) In Chi-Square test the sample observations should be………….. 

2) No theoretical cell frequency should be less than………. 

3) A researcher asked 933 people what their favourite type of TV programme 

was: news, documentary, soap or sports. They could only choose one answer. 

As such, the researcher had the number of people who chose each category of 

programme. How should she analyse these data? (i) t-test (ii)  One-way 

analysis of variance (iii) Chi-square test  (iv ) Regression 

       4) Chi-square is used to analyse: 

(i) Scores (ii)Ranks (iii) Frequencies (iv)Any of these 

       5) On which of the following does the critical value for a chi-square statistic    

          rely? 

(i)The degrees of freedom (ii)The sum of the frequencies (iii) The row 
totals(iv) The number of variables 
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2.5 -0.01 0.0001 
2.7 0.19 0.0361 
2.5 -0.01 0.0001 
2.6 0.09 0.0081 
2.6 0.09 0.0081 
2.7 0.19 0.0361 
2.5 -0.01 0.0001 

𝑋 =
27.6

11
= 2.51 

 
෍൫𝑋 − 𝑋൯

ଶ
 

 

= 0.1891 

    
Under the null hypothesis 𝐻଴:  𝜎ଶ = 0.16,  the test statistic is: 

𝜒ଶ =
𝑛𝑠ଶ

𝜎ଶ
=

∑ ൫𝑋 − 𝑋൯
ଶ

 
 

𝜎ଶ
=

0.1891

0.16
= 1.182 

 
Which follows 𝜒ଶ-distribution with d.f. (11 − 1) = 10. 
 
Since the calculated value of 𝜒ଶ is less than the tabulated value 
23.2 𝑜𝑓 𝜒ଶ for 10 𝑑. 𝑓.  at 1% level of significance, it is not significant. 
Hence 𝐻଴ may be accepted and we conclude that the data are 
consistent with the hypothesis that the precision of the instrument is 
0.16 . 
 
𝐄𝐱𝐚𝐦𝐩𝐥𝐞 𝟏𝟐. 𝟕. 𝟐 To sample polls of votes for two candidates 
𝐴 𝑎𝑛𝑑 𝐵 for a public office are taken, one from among the residents of 
rural areas. The results are given in the table. Examine whether the 
nature of the area is related to voting preference in this election.  
Votes for Area A B Total 
Rural 620 380 1000 
Urban 550 450 1000 
Total 1170 830 2000 
 
𝐒𝐨𝐥𝐮𝐭𝐢𝐨𝐧.   In a 2 × 2 contingency table,   𝑑. 𝑓. = (2 − 1)(2 − 1) =
1,Under the null hypothesis that the nature of the area is independent 
of the voting preference in the election, we get the observed 
frequencies as follows: 

𝐸(620) =
(1170 × 1000)

2000
= 585,                    𝐸(380) =

(830 × 1000)

2000
= 415, 

 𝐸(550) =
(1170 × 1000)

2000
= 585,  𝑎𝑛𝑑 𝐸(450) =

(830 × 1000)

2000
= 415, 
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∴  𝜒ଶ = ෍ ቈ
(𝑂 − 𝐸)ଶ

𝐸

 

 

=
(620

585

+
(450

415

= 35ଶ

= 1125[2 × 0.002409
  Tabulated 𝜒଴.଴ହ

ଶ  𝑓𝑜𝑟
calculated 𝜒ଶ is much greater than the tabulated value, it is highly 
significant and null hypothesis is rejected at 
Thus, we conclude that nature of area is related to voting preference in 
the election. 
 
𝐄𝐱𝐚𝐦𝐩𝐥𝐞 12.7.3 Test the hypothesis that 
15 for a random sample of size 50 from a normal 
 
𝑺𝒐𝒍𝒖𝒕𝒊𝒐𝒏 .  Null Hypothesis, 

We are given  𝑛 = 50,     𝑠

Since 𝑛 is large, using 

√2𝑛 − 1 ∼ 𝑁(0,  1).Now,     
5.05.Since |𝑍| > 3, it is significant at all levels of significance and 
hence 𝐻଴ is rejected and we conclude that 
 
𝐄𝐱𝐚𝐦𝐩𝐥𝐞 𝟏𝟐. 𝟕. 𝟒 The following figures show the distribution of digits 
in numbers chosen at random from a telephone directory.
the digits may be taken to occur equally frequently
 

 
𝐒𝐨𝐥𝐮𝐭𝐢𝐨𝐧.  Here we set up the null hypothesis that the digits occur 
equally frequently in directory.
Under the null hypothesis, the expected frequency for each of the digits 

0,  1,  2, … ,9 𝑖𝑠 
ଵ଴଴଴

ଵ଴
= 100
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)
቉

( − 585)ଶ

585
+

(380 − 415)ଶ

415
+

(550 − 585)ଶ

585
( − 415)ଶ

415
 

൤
1

585
+

1

415
+

1

585
+

1

415
൨ 

002409 + 2 × 0.001709] = 10.0891 
𝑓𝑜𝑟 (2 − 1)(2 − 1) = 1 𝑑. 𝑓.  𝑖𝑠 3.841. Since 

is much greater than the tabulated value, it is highly 
ypothesis is rejected at 5% level of significance. 

Thus, we conclude that nature of area is related to voting preference in 

Test the hypothesis that 𝜎 = 10 , given that 𝑠 =

for a random sample of size 50 from a normal population. 

Null Hypothesis, 𝐻଴: 𝜎 = 10. 

𝑠 = 15 ∴  𝜒ଶ =
௡௦మ

ఙమ =
(ହ଴×ଶଶହ)

ଵ଴଴
= 112.5 

is large, using (13.14𝑎), the test statistic is 𝑍 = ඥ2𝜒ଶ −

Now,     𝑍 = √225 − √99 = 15 − 9.95 =
it is significant at all levels of significance and 

is rejected and we conclude that 𝜎 ≠ 10.   

The following figures show the distribution of digits 
in numbers chosen at random from a telephone directory. Test whether 

e digits may be taken to occur equally frequently 

Here we set up the null hypothesis that the digits occur 
equally frequently in directory. 
Under the null hypothesis, the expected frequency for each of the digits 

100. The value of 𝜒ଶ is computed as follows: 
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𝑪𝑨𝑳𝑪𝑼𝑳𝑨𝑻𝑰𝑶𝑵𝑺 𝑭𝑶𝑹 𝝌𝟐 

 
Digits Observed 

Frequency (O) 
Expected 
Frequency (E) 
 

(𝑶 − 𝑬)𝟐 (𝑶 − 𝑬)𝟐

𝑬
 

0 
1 
2 
3 
4 
5 
6 
7 
8 
9 

1026 
1107 
997 
966 
1075 
933 
1107 
972 
964 
853 

1000 
1000 
1000 
1000 
1000 
1000 
1000 
1000 
1000 
1000 

676 
11449 
9 
1156 
5625 
4489 
11449 
784 
1296 
21609 
 

0.676 
11.449 
0.009 
1.156 
5.625 
4.489 
11.449 
0.784 
1.296 
21.609 

𝑇𝑜𝑡𝑎𝑙  10,000 10,000  58.542 
 

∴  𝜒ଶ = ෍ ቈ
(𝑂 − 𝐸)ଶ

𝐸
቉

 

 

= 58.542 

The number of degrees of freedom = 10 − 1 = 9 , (since we are given 
10  frequencies subjected to only one linear constraint (∑ 𝑂 

  = ∑ 𝐸 
  =

10,000). 
 
The tabulated 𝜒଴.଴ହ

ଶ  for 9 𝑑. 𝑓.  =16.919  
  
Since the calculated 𝜒ଶ is much greater than the tabulated value, it is 
highly significant and we reject the null hypothesis. Thus, we conclude 
that the digits are not uniformly distributed in the directory. 
 
𝐄𝐱𝐚𝐦𝐩𝐥𝐞 𝟏𝟐. 𝟕. 𝟓.  The following table gives the number of aircraft 
accidents that occur during the various days of the week. 
 
 
 
 
  
 
(Given: The values of chi-square significant at 5,  6,  7,  𝑑. 𝑓.  are 
respectively’11.07,  12.59,  14.07 at the 5% level of significance.) 
 
𝐒𝐨𝐥𝐮𝐭𝐢𝐨𝐧.   Here we setup the null hypothesis that the accidents are 
uniformly distributed over the week.Under the null hypothesis, the 
expected frequencies of the accidents on each of the days would be: 

Days:               Sun.  Mon.  Tues.  Wed.  Thus.   Fri.    Sat.  

No. of Accidents: 14     16       8     12     11       9      14   

Days:           Sun.   Mon.  Tues.  Wed.  Thus.   Fri.    Sat.   
Total No. of Accidents    14         16     8         12       11     9        14 

No. of Accidents:          12     12       12     12     12       12      12      84                   
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Therefore,𝜒ଶ =
(ଵସିଵ )మ

ଵଶ
+

(ଵ଺ିଵ )మ

ଵଶ
+

(଼ିଵଶ)మ

ଵଶ
+

(ଵଶିଵ )మ

ଵଶ
+

(ଵଵିଵ )మ

ଵଶ
+

(ଽିଵଶ)మ

ଵଶ
+

(ଵସିଵ )మ

ଵଶ
 

This implies that𝜒ଶ =
ଵ

ଵଶ
(4 + 16 + 16 + 0 + 1 + 9 + 4) =

ହ଴

ଵଶ
= 4.17 

The number of degrees of freedom = Number of observations- Number 
of independent constraints =7 − 1 = 6 .  The tabulated 𝜒଴.଴ହ

ଶ  for 
6 𝑑. 𝑓.   = 12.59 . Since the calculated 𝜒ଶ is much less than the 
tabulated value, it is highly insignificant and we accept the null 
hypothesis. Hence, we conclude that the accidents are uniformly 
distributed over the week. 
 
𝑬𝒙𝒂𝒎𝒑𝒍𝒆 𝟏𝟐. 𝟕. 𝟔:  The theory predicts the proportion of beans in the 
four groups 𝐴,  𝐵, 𝐶 𝑎𝑛𝑑 𝐷  should be 9:  3:  3: 1.  In an experiment 
among 1600 beans, the numbers in the four groups were 
882,  313,  287 𝑎𝑛𝑑 118.   Does the experimental result support the 
theory? 
 
𝐒𝐨𝐥𝐮𝐭𝐢𝐨𝐧.  Null Hypothesis: We set up the null hypothesis that the 
theory fits well into the experiment, i.e., the experimental results 
support the theory. 
Under the null hypothesis, the expected (Theoretical) frequencies can 
be computed as follows: 
Total number of beans  = 882 + 313 + 287 + 118 = 1600  
These are to be divided in the ratio 9: 3: 3: 1  

∴  𝐸(882) =
9

16
× 1600 = 900,    𝐸(313) =

3

16
× 1600 = 300 

𝐸(287) =
3

16
× 1600 = 300,    𝐸(118) =

1

16
× 1600 = 100 

∴            𝜒ଶ = ෍ ቈ
(𝑂 − 𝐸)ଶ

𝐸
቉

 

 

 

=
(882 − 900)ଶ

900
+

(313 − 300)ଶ

300
+

(287 − 300)ଶ

300
+

(118 − 100)ଶ

100
 

= 0.3600 + 0.5633 + 0.5633 + 3.2400 = 4.7266  
𝑑. 𝑓.   = 4 − 1 = 3,  And tabulated 𝜒଴.଴ହ

ଶ  𝑓𝑜𝑟 3 𝑑. 𝑓.   = 7.815 
Since the calculated value of 𝜒ଶ is less than the tabulated value, it is 
not significant. Hence the null hypothesis may be accepted at 5%  level 
of significance and we may conclude that there is good correspondence 
between theory and experiment. 
 
𝑬𝒙𝒂𝒎𝒑𝒍𝒆 𝟏𝟐. 𝟕. 𝟕:  (2 × 2 𝑐𝑜𝑛𝑡𝑖𝑛𝑔𝑒𝑛𝑐𝑦 𝑡𝑎𝑏𝑙𝑒). For a 2 × 2  table,  

a b 

c d 

Prove that chi-square test of independence gives 
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𝜒ଶ =
(𝑁(𝑎𝑑 − 𝑏𝑐)ଶ)

(𝑎 + 𝑐)(𝑏 + 𝑑)(𝑎 + 𝑏)(𝑐 + 𝑑)
,  𝑁 = 𝑎 + 𝑏 + 𝑐 + 𝑑 … (13.18) 

 
𝐒𝐨𝐥𝐮𝐭𝐢𝐨𝐧.  Under the hypothesis of independence of attributes, 

𝐸(𝑎) =
(௔ା௕)(௔ା௖)

ே
 ,   𝐸(𝑏) =

(௔ା௕)(௕ାௗ)

ே
, 𝐸(𝑐) =

(௔ା௖)(௖ାௗ)

ே
                                             

𝐸(𝑑) =
(௕ାௗ)(௖ାௗ)

ே
 

a b a+b 

c c c+d 

a+c b+d N 

 

∴  𝜒ଶ =
[𝑎 − 𝐸(𝑎)]ଶ

𝐸(𝑎)
+

[𝑏 − 𝐸(𝑏)]ଶ

𝐸(𝑏)
+

[𝑐 − 𝐸(𝑐)]ଶ

𝐸(𝑐)

+
[𝑑 − 𝐸(𝑑)]ଶ

𝐸(𝑑)
        … (∗) 

𝑎 − 𝐸(𝑎) = 𝑎 −
(𝑎 + 𝑏)(𝑎 + 𝑐)

𝑁
 

=  
൫𝑎(𝑎 + 𝑏 + 𝑐 + 𝑑) − (𝑎ଶ + 𝑎𝑐 + 𝑎𝑏 + 𝑏𝑐)൯

𝑁
=

(𝑎𝑑 − 𝑏𝑐)

𝑁
 

 Similarly, we will get  

𝑏 − 𝐸(𝑏) = −
(𝑎𝑑 − 𝑏𝑐)

𝑁
= 𝑐 − 𝐸(𝑐); 𝑑 − 𝐸(𝑑) =

(𝑎𝑑 − 𝑏𝑐)

𝑁
 

 
Substituting these values, we get  

𝜒ଶ =
(𝑎𝑑 − 𝑏𝑐)ଶ

𝑁ଶ
൤

1

𝐸(𝑎)
+

1

𝐸(𝑏)
+

1

𝐸(𝑐)
+

1

𝐸(𝑑)
൨ 

=
(𝑎𝑑 − 𝑏𝑐)ଶ

𝑁ଶ
൤൜

1

(𝑎 + 𝑏)(𝑎 + 𝑐)
+

1

(𝑎 + 𝑏)(𝑏 + 𝑑)
ൠ

+ ൜
1

(𝑎 + 𝑐)(𝑐 + 𝑑)
+

1

(𝑏 + 𝑑)(𝑐 + 𝑑)
ൠ൨ 

=
(𝑎𝑑 − 𝑏𝑐)ଶ

𝑁ଶ
൤

𝑏 + 𝑑 + 𝑎 + 𝑐

(𝑎 + 𝑏)(𝑎 + 𝑐)(𝑏 + 𝑑)
+

𝑏 + 𝑑 + 𝑎 + 𝑐

(𝑎 + 𝑐)(𝑐 + 𝑑)(𝑏 + 𝑑)
൨ 

= (𝑎𝑑 − 𝑏𝑐)ଶ ൤
𝑐 + 𝑑 + 𝑎 + 𝑏

(𝑎 + 𝑏)(𝑎 + 𝑐)(𝑏 + 𝑑)(𝑐 + 𝑑)
൨ 

=
𝑁(𝑎𝑑 − 𝑏𝑐)ଶ

(𝑎 + 𝑏)(𝑎 + 𝑐)(𝑏 + 𝑑)(𝑐 + 𝑑)
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12.8 SUMMARY: - 
 
This unit has presented about of chi square tests.  In this unit 

we discussed M.G.F of Chi-square (𝜒ଶ) Distribution. Theorems on 
Chi-square (𝜒ଶ) distribution is also explaining in this unit. In this unit 
we also demonstrate the use of the chi-square distribution to conduct 
tests of (i) Goodness of fit, and (ii) Independence of attributes. 

 

12.9 GLOSSARY:- 
 
(i) Chi-Square Distribution: A kind of probability distribution, 
differentiated by Chi-Square Test  their degree of freedom, used to test 
a number of different hypotheses about variances, proportions and 
distributional goodness of fit. 
(ii) Expected Frequencies. The hypothetical data in the cells are 
called as expected frequencies. 
(iii) Goodness of Fit. The chi-square test procedure used for the 
validation of our assumption about the probability distribution is called 
goodness of fit. 
(iv)Observed Frequencies: The actual cell frequencies are called 
observed frequencies. 
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12.12 TERMINAL QUESTIONS:
 
𝐓𝐐𝟏.A survey of 320 families with 5 children each revealed the 
following distribution: 
 

 
Is this result consistent with the 
are equally probable? 
 
𝐓𝐐 𝟐.A random sample of students of Bombay University was selected 
and asked their opinions about ‘autonomous colleges’. The results are 
given below. The same number of each sex was included 
class-group. Test the hypothesis at 
independent of the class groupings:
 
Class 

First Yr. 
B.A/B.Sc/B.Com 
First Yr. 
B.A/B.Sc/B.Com 
First Yr. 
B.A/B.Sc/B.Com 
M.A./ M.Sc./M.Com 
Total 
 

12.13 ANSWER 
 
Answer of Check your progress
 
CYQ 1:  Independent 
CYQ2: 5 
CYQ3: Chi-Square test . 
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Irwin Miller and Marylees Miller John E. Freund: 
Mathematical Statistics with Applications (8th Edition). 
Pearson. Dorling Kindersley Pvt. Ltd. India, 2014 

12.12 TERMINAL QUESTIONS:- 

A survey of 320 families with 5 children each revealed the 

 

Is this result consistent with the hypothesis that male and female births 

A random sample of students of Bombay University was selected 
and asked their opinions about ‘autonomous colleges’. The results are 
given below. The same number of each sex was included within each 

group. Test the hypothesis at 5% level that opinions are 
independent of the class groupings: 

Numbers Total 
Favoring 
autonomous 
colleges 

Opposed 
autonomous 
colleges 

120 80 200 

130 70 200 

70 30 100 

80 20 100 
400 200 600 

Check your progress Questions:-  
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CYQ 4:Frequencies 
CYQ 5The degrees of freedom. 
 
Answer of Terminal Questions:-  
TQ 1.The null hypothesis of equal probability for male and female 
births is accepted. 
TQ 2.We conclude that the opinions about autonomous colleges are 
dependent on the class-groupings. 
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UNIT 13:- TEST IN SAMPLING 
 
CONTENTS: 
 
13.1. Introduction 
13.2. Objectives 
13.3.   𝑡-distributions. 
13.4. 𝐹-Distribution 
13.5. 𝑧-Distribution 
13.6.  Solved Examples 
13.7. Summary  
13.8. Glossary 
13.9.  References  
13.10  Suggested Readings 
13.11 Terminal Questions  
13.12 Answers  
 
 

13.1 INTRODUCTION:- 
 
In previous unit we have defined Chi-Square Distribution and it’s 
properties now in this unit we are explaining about 𝑡-distributions,    𝐹-
distributions and  𝑧-distributions. 

 
In statistics, the t-distribution was first derived as a posterior 

distribution in 1876 by Helmert and Lüroth. The t-distribution also 
appeared in a more general form as Pearson Type IV distribution 
in Karl Pearson's 1895 paper. In the English-language literature, the 
distribution takes its name from William Sealy Gosset's 1908 paper 
in Biometrika under the pseudonym "Student".  It became well known 
through the work of Ronald Fisher, who called the distribution 
"Student's distribution" and represented the test value with the letter t.  

 
The F distribution was tabulated and the letter introduced by G. 

W. Snedecor. Fisher’s 𝑧-Distribution was first described by Ronald 
Fisher in a paper delivered at the International Mathematical 
Congress of 1924 in Toronto. Nowadays one usually uses the F-
distribution instead. 
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13.2.OBJECTIVES:- 
 
After studying this unit learner will be able to: 

1. Solve the problem related to 𝑡-distributions,   𝐹-Distribution 
and  𝑧-Distribution. 

2. Discuss the  important properties of 𝑡-distributions,   𝐹-
Distribution and  𝑧-Distribution. 

3. Analyze the application of 𝑡-distributions,   𝐹-Distribution and  
𝑧-Distribution. 

4. Explain the basic concept of 𝑡-distributions,   𝐹-Distribution 
and 𝑧-Distribution. 

 

13.3. 𝒕 -DISTRIBUTION(STUDENT’S):- 
 
 Let 𝑥௜ , (𝑖 =  1, 2, . . . , 𝑛) be a random sample of size 𝑛 from a normal 
population with mean μ and variance 𝜎ଶ. Then Student's  𝑡  is defined 
by the statistic  

𝑡 =
௫̅ିఓ

ௌ/√௡
……………………………………(13.3.1) 

where                                𝑥̅ =
ଵ

௡
∑ 𝑥௜ ,௡

௜ୀଵ  is the sample mean and 

is an unbiased estimate of the population variance 𝜎ଶ, and it follows 
Student's t-distribution with 𝑣 = (𝑛 − 1) 𝑑. 𝑓. df. with probability 
density function.  

𝑓(𝑡) =
1

√𝑣  𝐵 ቀ
1
2

,
𝑣
2

ቁ
.

1

൤1 +
𝑡ଶ

𝑣
൨

(௩ାଵ)/ଶ
; −∞ < 𝑡 < ∞ … … … (𝟏𝟑. 𝟑. 𝟐) 

 
Remark 13.3.1. A statistic 𝑡 following Student's 𝑡 -distribution with  
𝑑. 𝑓. will be abbreviated as 𝑡~𝑡௡. 
 
Remark 13.3.2.If we take 𝑣 = 0 in (13.5.2), we get  

𝑓(𝑡) =
1

 𝐵 ቀ
1
2

,
1
2

ቁ
.

1

(1 + 𝑡ଶ)
=  

1

 𝜋
.

1

(1 + 𝑡ଶ)
 ; −∞ < 𝑡

< ∞          ൤Γ ൬
1

2
൰ = √𝜋൨ 

which is the 𝑝. 𝑑. 𝑓. of standard Cauchy distribution. Hence 𝑣 = 1, 
Student’s 𝑡-distribution reduces to Cauchy distribution. 
 
 
Applications of 𝒕 -distributionThe𝑡 -distribution has a wide number 
of applications in Statistics, some of which are enumerated below. 

(i) To test if the sample mean (𝑥̅) differs significantly from 
the hypothetical value μ of the population mean. 
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(ii) To test the significance of the difference between two 
sample means. 

(iii) To test the significance of an observed sample correlation 
co-efficient and sample regression coefficient. 

(iv) To test the significance of observed partial and multiple 
correlation coefficients. In the following sections we will 
discuss these applications in detail, one by one.  
 

t-test for Single Mean. Suppose we want to test : 
 

i.  if a random sample 𝑥௜ , (𝑖 =  1, 2, . . . , 𝑛) of size 𝑛 has been 
drawn from normal population with a specified mean, say 
𝜇଴, or 

ii. if the sample mean differs significantly from the 
hypothetical value𝐻∘of the population mean. 
 

Under the null hypothesis 𝐻଴: 
 
(i)  The sample has been drawn from the population with mean 𝜇଴ 

or 
(ii) There is no significant difference between the sample mean 𝑥̅ 

and the population mean 𝜇଴, 

the statistic 𝑡 =
௫̅ିఓ

ඥ௦మ/௡
 …………………………………..(13.5.3) 

where 𝑥̅ =
ଵ

௡
∑ 𝑥௜

௡
௜ୀଵ  and 

𝑆ଶ =
ଵ

௡ିଵ
∑ (𝑥௜ − 𝑥̅)ଶ, … … … … … … . (𝟏𝟑. 𝟓. 𝟒)௡

௜ୀଵ  

follows Sudent’s 𝑡 –distribution with (𝑛 − 1)𝑑. 𝑓. 
 

We now compare the calculated value of 𝑡 with the 
tabulated value at certain level of significance. If calculated 
|𝑡| > tabulated  𝑡, null hypothesis is rejected and if calculated 
|𝑡| > tabulated 𝑡, 𝐻଴ may be accepted at the level of 
significance adopted.  
 

Assumptions for Student's t-test. The following assumptions are 
made in the Student's t-test: 
 
(i) The parent population from which the sample is drawn is normal. 
(ii) The sample observations are independent, i.e., the sample is   
       random. 
(iii) The population standard deviation σ is unknown. 

 
Paired t-test For Difference of Means. Let us now consider the case 
when (i) the sample sizes are equal, i.e. ,𝑛ଵ = 𝑛ଶ = 𝑛 (say), and (𝑖𝑖) 
the two samples are not independent but the sample observations are 
paired together, i.e., the pair of observations (𝑥௜ , 𝑦௜). (𝑖 =  1, 2, . . . , 𝑛) 
corresponds to the same (𝑖th) sample unit. The problem is to test if the 
sample means differ significantly or not. 
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For example, suppose we want to test the efficacy of a 
particular drug, say, for inducing sleep. Let 𝑥௜and𝑦௜, (𝑖 =  1, 2, . . . , 𝑛) 
be the readings, in hours of sleep, on the ith individual, before and after 
the drug is given respectively. Here instead of applying the difference 
of the means test discussed in above, we apply the paired t-test given 
below. 

Here we consider the increments, 𝑑௜ = 𝑥௜ − 𝑦௜, (𝑖 =
1, 2, . . . , 𝑛).  

 
Under the null hypothesis, H0 that increments are due to 

fluctuations of sampling, i.e., the drug is not responsible for these 
increments, the statistic. 

𝑡 =
𝑑̅

𝑠/√𝑛
 

Where 𝑑̅ =
ଵ

௡
∑ 𝑑௜

௡
௜ୀଵ  and 𝑆ଶ =

ଵ

௡ିଵ
∑ ൫𝑑௜ − 𝑑̅൯

ଶ
.௡

௜ୀଵ  Follows 

Student’s 𝑡 –distribution with (𝑛 − 1)𝑑. 𝑓. 
 
 
 
 
 
 
 
 
 
 

13.4.F-DISTRIBUTION:- 
 

 If 𝑋  and 𝑌  are two independent chi-square variates with 
𝑣ଵ 𝑎𝑛𝑑  𝑣ଶ d.f. respectively, then 𝐹 −  statistic is defined by  

𝐹 =

𝑋
𝑣ଵ

𝑌
𝑣ଶ

 

In other words, 𝐹 is defined as the ratio of two independent chi-square 
variates divided by their respective degrees of freedom and it follows 
Snedecor’s F-distribution with (𝑣ଵ, 𝑣ଶ) d.f. with probability function 
given by  
 
Remarks 13.4.1. The sampling distribution of 𝐹 −  statistic does not 
involve any population parameters and depends only on the degrees of 
freedom𝑣ଵ 𝑎𝑛𝑑 𝑣ଶ. 
 
A statistic 𝐹  following Snedecor’s 𝐹 -distribution with (𝑣ଵ, 𝑣ଶ) 𝑑. 𝑓. 
will be denoted by 𝐹 ∼ 𝐹(𝑣ଵ, 𝑣ଶ). 
 
 

Check Your Progress 

1. The population ………………………is unknown in 𝑡 − test. 

2. The sample observations are ………………. 
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Application of 𝑭- distribution: 
 
𝑭-test for Equality of Population Variances. Suppose we want to 
test (i) whether two independent samples 
𝑥௜ ,  (𝑖 = 1,2, … , 𝑛ଵ) 𝑎𝑛𝑑 𝑦௝,(𝑗 = 1,2, … , 𝑛ଶ) have been drawn from the 
normal populations with the same variance 𝜎ଶ , (say), or (ii) Two 
independent estimates of the population variance are homogeneous, the 
statistic 𝐹  is given by  

𝐹 =
𝑆௫

ଶ

𝑆௬
ଶ
 

Where 𝑆௑
ଶ =

ଵ

௡భିଵ
∑ (𝑥௜ − 𝑥)ଶ௡భ

௜ୀଵ  𝑎𝑛𝑑  𝑆௒
ଶ =

ଵ

௡మିଵ
∑ (𝑦௜ − 𝑦)ଶ௡మ

௜ୀଵ     

Are unbiased estimates of the common population variance 𝜎ଶ 
obtained from two independent samples an dit follows Snedecor’s F-
distribution with (𝑣ଵ, 𝑣ଶ) 𝑑. 𝑓.[ where[𝑣ଵ = 𝑛ଵ − 1 𝑎𝑛𝑑 𝑣ଶ = 𝑛ଶ − 1]. 
 

Remark 13.4.2. In 𝐹 =
ௌೣ

మ

ௌ೤
మgreater of the two variances 𝑆௫మ  𝑎𝑛𝑑 𝑆௬మ is 

to be taken in the numerator and 𝑛ଵ corresponds to the greater 
variance. By comparing the calculated value of 𝐹 obtained by using 

𝐹 =
ௌೣ

మ

ௌ೤
మfor the two given samples with the tabulated value of 𝐹  for 

൫𝑛ଵ,𝑛ଶ൯ d.f. at certain level of significance(5% 𝑜𝑟 1%), 𝐻଴ is either 
rejected or accepted. 
 
Critical values of 𝑭- distribution. The available F-table (given in the 
Appendix at the end of the book) give the critical values of F for the 
right tailed test, I.e., the critical region is determined by the right-tail 
areas. Thus, the significant value 𝐹ఈ(𝑛ଵ, 𝑛ଶ) at level of significance 𝛼 
and (𝑛ଵ, 𝑛ଶ)𝑑. 𝑓. is determined by  
𝑃[𝐹 > 𝐹ఈ(𝑛ଵ, 𝑛ଶ)] = 𝛼, 
 

 
Remark 13.4.3 Z-distribution tends to normal distribution with mean 
ଵ

ଶ
ቀ

ଵ

௩భ
−

ଵ

௩మ
ቁ and variance 

ଵ

ଶ
ቀ

ଵ

௩భ
+

ଵ

௩మ
ቁ, as 𝑣ଵ and 𝑣ଶ become large. 

 
Relation Between  t-Distribution and 𝑭- distribution. A relation is 
derived between the percentile points of a t-distribution with n degrees 
of freedom and those of an F-distribution with n and n degrees of 
freedom. In effect, the t-percentiles can be obtained by a simple 
transformation from the "diagonal" entries of an F-table. 
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Relation Between  F-Distribution and Chi-square (𝝌𝟐) 
Distribution 
In  𝐹(𝑣ଵ, 𝑣ଶ).distribution if we get 𝑣ଶ ⟶ ∞, then 𝜒ଶ =  𝑣ଵ 𝐹(𝑣ଵ, 𝑣ଶ) 
folllows Chi-square (𝜒ଶ) distribution with 𝑣ଵ degree of freedom.Both 
the F-distribution and the chi-square distribution are positively skewed 
distributions. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

13.5 FISHER’S Z –TRANSFORMATION:- 

 
To test the significance of an observed sample correlation coefficient 
from an uncorrelated bivariate normal population, t-testis used. But in 
random sample of size 𝑛,  from a bivariate normal population in which 
𝜌 ≠ 0,  Prof. R.A. Fisher proved that the distribution of ′𝑟ᇱ is by no 
means normal and in the neighborhood of 𝜌 = ±1,   its probability 
curve is extremely skewed even for large 𝑛 . If 𝜌 ≠ 0 , Fisher 
suggested the following transformation  
 

𝑍 =
ଵ

ଶ
𝐿𝑜𝑔௘ ቀ

ଵା௥

ଵି௥
ቁ = 𝑡𝑎𝑛ℎିଵ𝑟   

                                             
and proved that even for small samples, the distribution of 𝑍 is 
approximately normal with mean 
 

𝜉 =
ଵ

ଶ
log௘

ଵାఘ

ଵିఘ
= tanhିଵ(𝜌)                                                    … 

 

 and variance 
ଵ

(௡ିଷ)
 and for large values of 𝑛 , say>50, the 

approximation is fairly good. 

 

Check your Progress 

3.F-Distribution is defined as the ratio of two independent ……………. 

4. Which of the following distributions is Continuous? 
a) Binomial Distribution 
b) Hyper-geometric Distribution 
c) F-Distribution 
d) Poisson Distribution 

5. F-Distribution cannot take negative values. True\False 
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Application of z-transformation: 
 
To test if an observed value of ‘r’ differs significantly from a 
hypothetical value 𝜌 of the population correlation coefficient. 
𝐻଴: There is no significant difference between 𝑟 𝑎𝑛𝑑 𝜌. In other words, 
the given sample has been drawn from a bivariate normal population 
with correlation coefficient 𝜌. 

 If we take 𝑍 =
ଵ

ଶ
𝐿𝑜𝑔௘ ቀ

ଵା௥

ଵି௥
ቁ and 𝜉 =

ଵ

ଶ
log௘

ଵାఘ

ଵିఘ
. 

Then under 𝐻଴, 𝑍 ∼ 𝑁 ቀ𝜉,
ଵ

௡ିଷ
ቁ 

i.e. 
(௭ିక)

ට
భ

೙షయ

∼ 𝑁(0,1).  

Thus if (𝑍 − 𝜉)√𝑛 − 3 > 1.96,  𝐻଴ is rejected at 5% level of 
significance and if it is greater than 2.58,  𝐻଴ is rejected at 1% level of 
significance. 
 

13.6. SOLVED EXAMPLES:- 
 
Example 13.6.1. A machinist is making engine parts with axle 
diameters of 0.700 inch. A random sample, of 10 parts shows a mean 
diameter of 0.742 inch with a standard deviation of 0.040 inch. 
Compute the statistic you would use to test whether the work is 
meeting the specifications. Also state how you would proceed further. 
 
Solution. Here we are given : 
μ=0. 700 inches, 𝑥̅= 0.742 inches, 𝑠 = 0-040 inches and 𝑛 = 10  
 
Null Hypothesis: 
𝐻଴: 𝜇 = 0.700,   𝑖. 𝑒.  𝑡ℎ𝑒 𝑝𝑟𝑜𝑑𝑢𝑐𝑡 𝑖𝑠 𝑐𝑜𝑛𝑓𝑖𝑟𝑚𝑖𝑛𝑔 𝑡𝑜 𝑠𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑎𝑡𝑖𝑜𝑛𝑠. 
Alternative Hypothesis, 𝐻ଵ: 𝜇 ≠ 0.700, 
Test Statistic. Under 𝐻଴, the test statistic is: 

𝑡 =
𝑥̅ − 𝜇

ඥ𝑠ଶ/𝑛
=

𝑥̅ − 𝜇

ඥ𝑠ଶ/(𝑛 − 1)
~𝑡(௡ିଵ) 

𝑡 =
√9(0.742 − 0.700)

0.040
= 3.15 

Now degree of freedom (𝑑. 𝑓. ) = 10 − 1 = 9. We will now compare 
this calculated value with tabulated value at 9(𝑑. 𝑓. ) and certain level 
of significance say 5%. Let this tabulated value be denoted by 𝑡଴. 

 
(i)  If calculated ′𝑡ᇱ, 𝑣𝑖𝑧. , 3.15 > 𝑡଴. It implies that the 

value of 𝑡 is significant.  Therefore 𝑥̅ differs 
significantly from 𝑥̅ and 𝜇. 𝐻଴ is rejected at this level of 
significance and we conclude that the product is not 
meeting the specifications. 
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(ii) If calculated ′𝑡ᇱ, 𝑣𝑖𝑧. , 3.15 < 𝑡଴. It implies that the value 
of 𝑡 is not significant.  Therefore 𝑥̅ no significant 
difference between 𝑥̅ and 𝜇. and 𝐻଴ is accepted at this 
level of significance and we may take the product 
conforming to  specifications. 
 

Example 13.6.2. The mean weekly sales of soap bars in departmental 
stores was 146.3 bars per store. After an advertising campaign the 
mean weekly sales in 22 stores for a typical week increased to 153.7 
and showed a standard deviation of 17.2. Was the advertising 
campaign successful? 
 
Solution. We are given: 𝑛 =  22,     𝑥 ഥ =  153.7,   𝑠 = 17.2, 
Null Hypothesis. The advertising campaign is not successful, i.e.. 
𝐻଴:   𝜇 =  146.3  
Alternative Hypothesis. 𝐻ଵ:   𝜇> 146-3.(Right-tail). 
Test Statistic. Under the null hypothesis, the test statistic is: 

𝑡 =
𝑥̅ − 𝜇

ඥ𝑠ଶ/(𝑛 − 1)
~𝑡ଶଶିଵ = 𝑡ଶଵ 

Now                          𝑡 =
ଵହଷ.଻ିଵସ଺.ଷ

ඥ(ଵ଻.ଶ)మ/ଶଵ
=

଻.ସ×√ଶଵ

ଵ଻.ଶ
= 9.03 

Conclusion.   Tabulated value of 𝑡 for 21 𝑑𝑓. at 5% level of 
significance for single-tailed test is 1.72. Since calculated value is 
much greater than the tabulated value, it is highly significant. Hence 
we reject the null hypothesis and conclude that the advertising 
campaign was definitely successful in promoting sales. 
 
 
Example 13.6.4.Samples of two types of electric light bulbs were 
tested for length of life and following data were obtained: 
 Type I Type II 
Sample No 𝑛ଵ = 8 𝑛ଶ = 7 
Sample Means 𝑥̅ଵ = 1234 ℎ𝑟𝑠. 𝑥̅ଶ = 1,036 ℎ𝑟𝑠. 
Sample S.D.’s 𝑠ଵ = 36 ℎ𝑟𝑠. 𝑠ଶ = 40 ℎ𝑟𝑠. 

 
 
Is the difference in the means sufficient to warrant that type I is 
superior to type II regarding  length of life? 
 
Solution.  Null Hypothesis, 𝐻଴: 𝜇௫ = 𝜇௬ , 𝑖. 𝑒 …, the two types I and II 
of electric bulbs are identical. 
 
Alternative Hypothesis.𝐻ଵ: 𝜇௫ > 𝜇௬ , 𝑖. 𝑒 …type I  is superior to type II, 
Test Statistic. Under 𝐻଴, The test statistic is: 

𝑡 =
𝑥̅ଵ − 𝑥̅ଶ

ට𝑆ଶ ቀ
1

𝑛ଵ
−

1
𝑛ଶ

ቁ

~𝑡௡భା௡మିଶ = 𝑡ଵଷ, 

Where, 𝑆ଶ =
ଵ

௡భା௡మିଶ
= [∑(𝑥ଵ − 𝑥ଵതതത)ଶ + ∑(𝑥ଶ − 𝑥ଶതതത)ଶ 
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=
1

𝑛ଵ + 𝑛ଶ − 2
[𝑛ଵ𝑠ଵ

ଶ + 𝑛ଶ𝑠ଶ
ଶ] =

1

13
[8 × (36)ଶ + 7 × 40ଶ]

= 1659.08 

∴                 𝑡 =
1234 − 1036

ට1659.08 ቀ
1
8

+
1
7

ቁ

=
198

√1659.08 × 0.2679
= 9.39 

Tabulated value of t  for 13 𝑑. 𝑓.  at 5% level of significance for right 
(single) tailed test is 1∙77.[This is the value of 𝑡଴.ଵ଴ for 13 𝑑. 𝑓.   From 
two tail tables given in Appendix]. 
 
Conclusion. Since Calculated ‘t’ is much greater than tabulated ‘t’, it 
is highly significant and 𝐻଴ is rejected. Hence the two types of electric 
bulbs differ significantly. Further since 𝑥ଵതതത is much greater than 𝑥ଶതതത,  we 
conclude that type I is definitely superior to type II. 
 
Example  13.6.5.   A certain stimulus  administered to each of the 12 
patients resulted in the  
following increase of blood pressure : 
5, 2, 8, -1, 3,0,-2, 1,5, 0, 4 and 6. Can it be calculated that the stimulus 
will, in general, be accompanied by an increase in blood pressure? 
 
Solution.  Here we are given the increments in blood pressure  i.e., 
 𝑑௜(= 𝑥௜ , 𝑦௜). 
Null  Hypothesis,𝐻଴: 𝜇௫ = 𝜇௬ , 𝑖. 𝑒.,  there is no significant difference 
in the blood pressure readings of the patients before and after the drug.  
In other words, the given increments are just by chance (fluctuations of 
sampling) and not due to the stimulus. 
 
Alternative Hypothesis,  𝐻ଵ : 𝜇௫ < 𝜇௬ , 𝑖. 𝑒.,     the stimulus results in 
an increase in blood pressure. 
  
Test statistic.   Under 𝐻଴, the test statisti is : 

𝑡 =
𝑑̅

𝑠/√𝑛
~𝑡(௡ିଵ) 

𝑆ଶ =
1

𝑛 − 1
෍(𝑑 − 𝑑̅)ଶ =

1

𝑛 − 1
[෍ 𝑑ଶ −

(∑ 𝑑)
ଶ

𝑛
] 

=
1

11
ቈ185 −

(31)ଶ

12
቉ =

1

11
(185 − 80.08) = 9.5382 

And                𝑑̅ =
∑ ௗ

௡
=

ଷଵ

ଵଶ
= 2.58 

∴                     𝑡 =
𝑑̅

𝑠/√𝑛
=

2.58 × √12

√9.5382
=

2.58 × 3.464

3.09
= 2.89 

 Tabulated 𝑡଴.଴ହfor  11𝑑. 𝑓.   for right-tail test is 1.80.  
[This is the value of 𝑡଴.଴ହfor  11𝑑. 𝑓. in the Table for two-tailed test 
given in the Appendix] 
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Example 13.6.6.Pumpkins were grown under two experimental 
conditions. Two random samples of 11 𝑎𝑛𝑑 9 pumpkins show the 
sample standard deviations of their weights as 
0.8 𝑎𝑛𝑑 0.5 respectively. Assuming that the weight distributions are 
normal, test the hypothesis that the true variances are equal, against the 
alternative that they are not, at the 10% level.[Assume that ൣ𝑃൫𝐹ଵ଴,଼ ≥

3.35) = 0.05 𝑎𝑛𝑑 𝑃൫𝐹 ,ଵ଴ ≥ 3.07൯ = 0.05. ൧ 
 
Solution. We want to test Null Hypothesis, 𝐻଴: 𝜎௫

ଶ = 𝜎௥
ଶ. against the 

Alternative Hypothesis, 
𝐻ଵ: 𝜎௫

ଶ ≠ 𝜎௥
ଶ.(Two-tailed). 

 
We are given:  

𝑛ଵ = 11,  𝑛ଶ = 9,  𝑠௫ = 0.8 𝑎𝑛𝑑 𝑠௬ = 0.5. 
Under the null Hypothesis,   𝐻଴: 𝜎௫ = 𝜎௥. the statistic 

𝐹 =
𝑠௑మ

𝑠௒మ
 

Follows F-distribution with (𝑛ଵ − 1, 𝑛ଶ − 1)𝑑. 𝑓. 
 Now                    𝑛ଵ𝑠௑మ = (𝑛ଵ − 1)𝑆௑మ 

∴  𝑆௑మ = ൬
𝑛ଵ

𝑛ଵ − 1
൰ 𝑠௑మ = ൬

11

10
൰ × (0.8)ଶ = 0.704 

   Similarly,       𝑆௒మ = ቀ
௡భ

௡భିଵ
ቁ 𝑠௒మ = ቀ

ଽ

଼
ቁ × (0.5)ଶ = 0.28125 

∴   𝐹 =
0.704

0.28125
= 2.5 

The significant values of 𝐹 for two tailed test at level of significance 
𝛼 = 0.10  are: 

𝐹 > 𝐹ଵ଴,଼ ቀ
ఈ

ଶ
ቁ = 𝐹ଵ଴,଼(0.05) 𝑎𝑛𝑑 𝐹 > 𝐹ଵ଴,଼ ቀ1 −

ఈ

ଶ
ቁ = 𝐹ଵ଴,଼(0.95)                      

                                                                             …………(𝟏𝟑. 𝟔. 𝟔. 𝟏) 
We are given the tabulated (significant) values: 
𝑃ൣ𝐹ଵ଴,଼ ≥ 3.35൧ = 0.05  ⇒  𝐹ଵ଴,଼(0.05) = 3.35   

…………..(𝟏𝟑. 𝟔. 𝟔. 𝟐) 

 Also     𝑃ൣ𝐹 ,ଵ଴ ≥ 3.07൧ = 0.05  ⇒  𝑃 ൤
ଵ

ிఴ,భబ
≤

ଵ

ଷ.଴଻
൨ = 0.05 

⇒ 𝑃ൣ𝐹ଵ଴,଼ ≤ 0.326൧ = 0.05  ⇒  𝑃ൣ𝐹ଵ଴,଼ ≥ 0.326൧ = 0.95 
                 ....................(𝟏𝟑. 𝟔. 𝟔. 𝟑) 

 
Hence from (𝟏𝟑. 𝟔. 𝟔. 𝟏), (𝟏𝟑. 𝟔. 𝟔. 𝟐) and (𝟏𝟑. 𝟔. 𝟔. 𝟑), the critical 
values for testing 𝐻଴: 𝜎௫

ଶ = 𝜎௬
ଶ,  𝑎𝑔𝑎𝑖𝑛𝑠𝑡 𝐻ଵ: 𝜎௫

ଶ ≠ 𝜎௬
ଶ. At level of 

significance 𝛼 = 0.10 are given by:    𝐹 > 3.35 𝑎𝑛𝑑 𝐹 < 0.326 =

0.33 .Since, the calculated value of 𝐹(= 2.5) lies between 
0.33 𝑎𝑛𝑑 3.35 , it is not significant and hence null hypothesis of 
equality of population variances may be accepted at level of 
significance 𝛼 = 0.10 . 
 



ADVANCED STATISTICS                                                 MAT 503 

 

 Department of Mathematics 
Uttarakhand Open University Page 250 
 

Remark 13.6.7Z-distribution tends to normal distribution with mean 
ଵ

ଶ
ቀ

ଵ

௩భ
−

ଵ

௩మ
ቁ and variance  

ଵ

ଶ
ቀ

ଵ

௩భ
+

ଵ

௩మ
ቁ, as 𝑣ଵ and 𝑣ଶ become large. 

 
Example 13.6.8.A correlation coefficient of 0.72  is obtained from a 
sample of 29 pairs of observations. 
 

(i) Can the sample be regarded as drawn from a bivariate normal 
population in which true correlation coefficient is 0.8?   

(ii) Obtain 95% confidence limits for 𝜌 in the light of the 
information provided by the sample. 
 

Solution.  (i)  𝐻଴: There is no, significant difference between 𝑟 =

0.72;  𝑎𝑛𝑑  𝜌 = 0.80, 𝑖. 𝑒. ,  the sample can be regarded as drawn from 
the bivariate normal population with 𝜌 = 0.8.   

Here           𝑍 =
ଵ

ଶ
𝐿𝑜𝑔௘ ቀ

ଵା௥

ଵି௥
ቁ = 1.1513 logଵ଴ ቀ

ଵା௥

ଵି௥
ቁ 

                                                = 1.1513  logଵ଴ 6.14 = 0.907 

𝜉 =
1

2
log௘

1 + 𝜌

1 − 𝜌
= 1.1513  logଵ଴ ൬

1 + 0.8

1 − 0.8
൰ = 1.1513 × 0.9541

= 1.1 

     S.E.(Z)=
ଵ

√௡ିଷ
=

ଵ

√ଶ଺
= 0.196 

      Under 𝐻଴, the test statistic is 𝑈 =
௓ିక

భ

√೙షయ

∼ 𝑁(0,1) 

𝑈 =
0.907 − 1.100

0.196
= −0.985 

 
Since |𝑈| < 1.96, it is not significant at 5% level of significance and 
𝐻଴ may be accepted. Hence the sample may be regarded as coming 
from a bivariate normal population with 𝜌 = 0.8.   
 

(iii)95% Confidence limits for 𝜌 on the basis of the information 
supplied by the sample, are given by                       
|𝑈| ≤ 1.96 

                |𝑍 − 𝜉| ≤ 1.96 ×
1

√𝑛 − 3
= 1.96 × 0.196 

⇒ |0.907 − 𝜉| ≤ 0.384 ⇒ 0.907 − 0.384 ≤ 𝜉 ≤ 0.907 + 0.384  
⇒ 0.523 ≤ 𝜉 ≤ 1.291  

⇒ 0.523 ≤
1

2
log௘ ൬

1 + 𝜌

1 + 𝜌
൰ ≤ 1.291 

⇒ 0.523 ≤ 1.1513 logଵ଴ ൬
1 + 𝜌

1 + 𝜌
൰ ≤ 1.291 

⇒
0.523

1.1513
≤ logଵ଴ ൬

1 + 𝜌

1 + 𝜌
൰ ≤

1.291

1.1513
 

           ⇒ 0.4543 ≤ logଵ଴ ቀ
ଵାఘ

ଵାఘ
ቁ ≤ 1.1213. 
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        Now     logଵ଴ ቀ
ଵାఘ

ଵାఘ
ቁ = 0.4543    𝑎𝑛𝑑               logଵ଴ ቀ

ଵାఘ

ଵାఘ
ቁ =

1.1213 ⇒   ቀ
ଵାఘ

ଵାఘ
ቁ = 𝐴𝑛𝑡𝑖 log(0.4543) = 2.846            ⇒

ଵାఘ

ଵାఘ
=

𝐴𝑛𝑡𝑖 log(1.1213) =      13.22.⇒ 𝜌 =
ଶ.଼ସ଺ିଵ

ଶ.଼ସ଺ାଵ
=

ଵ.଼ସ଺

ଷ.଼ସ଺
=

0.4799.                  ⇒ 𝜌 =
ଵଷ.ଶଶିଵ

ଵଷ.ଶଶାଵ
=

ଵଶ.ଶଶ

ଵସ.ଶଶ
=       0.86 

 
 

13.7.SUMMARY: - 
 

In this unit we have explained the following three specific 
distributions i) 𝑡-distribution ii) 𝐹-distribution iii) 𝑧-distribution and 
explained the use of these distributions as sampling distribution. 

 

13.8. GLOSSARY:- 
 

1. 𝑡-distributions 
2. 𝐹-distribution 
3. 𝑧-dis tribution 
4. random sample 
5. mean 
6. Variance 
7. Statistic 
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13.11.TERMINAL QUESTIONS:- 
 
TQ 13.11.1The heights of 10 males of a given locality are found tobe 
70, 67, 62, 68, 61, 68, 70, 64, 64, 66 inches. Is it reasonable to believe 
thatthe average height is greater than 64 inches? Test at 5% 
significance level, assuming thatfor9 degrees offreedom P (t > 1.83) = 
0·05. 
 
TQ 13.11.2 The heights of six randomly chosen sailors are ininches: 
63, 65, 68, 69, 71 and 72. Those of 10 randomly chosen soldiers are61, 
62, 65, 66, 69, 69, 70, 71, 72 and 73. Discuss the light that these 
datathrow on the suggestion that sailors are on theaverage taller than 
soldiers. 
 
TQ13.11.3 Below are given the gain in weight (in lbs.) of pigs fed on 
two diets A and B. 
Gain in weight 
Diet A : 25, 32, 30, 34, 24, 14, 32, 24, 30, 35, 25 
Diet B : 44, 34, 22, 10, 47, 31, 40, 30, 32, 35, 18, 21, 35, 29, 22 
Test, if the two diets differ significantly as regards their effect on 
increase in weight 
 
TQ 13.11.4In one sample of 8 observations, the sum of the squaresof 
deviations of the sample values from the sample mean was84.4 and in 
theother sample of 10 observations it was 102.6. Test whether this 
difference issignificant at 5 percent level, given that the 5 percent point 
of 𝐹 for 𝑛ଵ = 7 and𝑛ଶ = 9 degrees offreedom is 3·29. 
 
TQ 13.11.5Two random samples gave the following results: 
Sample Size Sample mean Sum of squares 

of deviations 
from the mean 

1 10 15 90 
2 12 14 108 
 
Test whether the samples come from the same normal population at 
5% level of significance. 
{Given: 
𝐹଴.଴ହ(9,11) = 2.90, 𝐹଴.଴ହ(11,9) = 3.10 (𝑎𝑝𝑝𝑟𝑜𝑥. ), 𝑡଴.଴ହ(20) =
2.086 𝑎𝑛𝑑 𝑡଴.଴ହ(22) = 2.07 }. 
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13.12 ANSWER:- 
 
Answer of Check your progress:-  

 
CYQ1. Standard deviation 𝜎. 
CYQ2.Independent. 
CYQ3. chi-squarevariates. 
CHQ4. F-Distribution 
CHQ5.True. 

 
Answer of Terminal Questions:-  
 
TQ 13.11.1.We conclude that average height is greater than 64 inches. 
TQ 13.11.2. At 5% level of significance and we conclude that the data 
are inconsistent with the suggestion that the sailors are on the average 
taller than soldiers. 
TQ 13.11.3. Since calculated  |t| is less than tabulated t, 𝐻଴ may be 
accepted at 5% level of significance and we may conclude that the two 
diets do not difer significantly, as regards their effect on increase in 
weight. 
TQ 13.11.4. Since calculated 𝐹 < 𝐹଴.଴ହ, 𝐻଴may be accepted at 5% 
level of significance. 
TQ 13.11.5. The given samples have been drawn from the same 
normal population. 
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UNIT 14:- THEORY OF ESTIMATOR 
 
CONTENTS: 
 
14.1     Introduction 
14.2     Objectives 
14.3     Point Estimator 
14.4     Characteristics of Estimator 
     14.4.1 Unbiasedness 
     14.4.2 Consistency 
               14.4.3 Efficiency 
               14.4.4 Sufficiency 
14.5     Solved Examples 
14.6     Summary  
14.7     Glossary 
14.8     References  
14.9     Suggested Readings 
14.10   Terminal Questions  
14.11   Answers  
 

14.1.INTRODUCTION:- 
 
The theory of estimation was founded by Prof. R.A. In this unit of 

our course, we will learn about the theory of estimator. Estimation 
theory is a branch of statistics that deals with estimating the values 
of parameters based on measured empirical data that has a random 
component. The parameters describe an underlying physical setting in 
such a way that their value affects the distribution of the measured 
data.  In this unit we are explaining about estimation theory. 

 
Prof. R.A. Fisher 

(1890-1962) 
Fig:14.1.1 

Ref: 
https://en.wikipedia.org/wiki/Ronald_Fisher#/media/File:Youngronald

fisher2.JPG 
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14.2.OBJECTIVES:- 
 
After studying this unit learner will be able to: 
 
1. Know more about point estimator. 
2. Understand the properties of estimator. 
3. Choose relatively best estimator among some estimator of same 

parameter. 
 

14.3.POINT ESTIMATOR:- 
 
Let X be random variable describe the population under the 

study. i.e., either X has a p.d.f. or p.m.f. The distribution of X may 
depend on some unknown parameter ϴ. Generally we have the case 
that distribution of X is known but its parameter is unknown.  

 
For example we have a population random variable X, and we 

do have information that this X follows normal distribution (𝜇, ***), 
but parameter 𝜇 and *** are unknown. Now if we estimate these two 
parameter 𝜇 and ***  by picking some sample. Then we can 
approximate the information about the given population. 

 
Consider a sample of size n. Let 𝑥ଵ, 𝑥ଶ, … , 𝑥௡ be sample values. 

And each 𝑥௜
ᇱ𝑠 are independent and identically distributed random 

variables, which has the same distribution as that of X. i.e. if p.d.f. of 
X is g(x). Then p.d.f. of statistic 𝑡 = 𝑡(𝑥ଵ, 𝑥ଶ, … , 𝑥௡) is 

𝑓(𝑥ଵ, 𝑥ଶ, … , 𝑥௡) =  𝑔(𝑥ଵ)𝑔(𝑥ଶ) … 𝑔(𝑥௡) = ൫𝑔(𝑥)൯
௡

. 
 
The above distribution is called sampling distribution of t.We 

already know that any function 𝑥ଵ, 𝑥ଶ, … , 𝑥௡  is a statistic 𝑡 =

𝑡(𝑥ଵ, 𝑥ଶ, … , 𝑥௡). In previous unit we saw two statistics 𝑥̅ =
∑ ௫೔

೙
೔సభ

௡
and 

𝑆ଶ =
∑ (௫೔ି௫̅)మ೙

೔సభ

௡ିଵ
 . Some other examples are 𝑡ଵ = 𝑚𝑎𝑥(𝑥ଵ, 𝑥ଶ, … , 𝑥௡) 

and 𝑡ଶ = 𝑚𝑖𝑛(𝑥ଵ, 𝑥ଶ, … , 𝑥௡). 
 
If we use any statistic t to estimate the unknown parameter 𝜃, it 

is called point estimator of 𝜃.   
 
Now suppose from a sample we have two statistics 𝑡ଵ and𝑡ଶ for 

the population parameter 𝜃. Then question is: Among the statistics 
𝑡ଵand𝑡ଶ, which one is better estimator for 𝜃? Obviously, as a solution 
the first criteria comes in mind is that 𝑡ଵis preferrable if modulus of 
difference |𝑡ଵ − θ| is less than|𝑡ଶ − θ|. But in most of the case   is 
unknown. Thus we require some other criterion for selecting better 
estimator. 
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14.4. CHARACTERISTICS OF ESTIMATOR:- 
 
The following are some of the criteria that should be satisfied by a 
good estimator: 
 

(i) Unbiasedness 
(ii) Consistency  

(iii) Efficiency 
(iv) Sufficiency 

 

14.4.1.UNBIASED ESTIMATOR:- 
 
An estimator 𝑇௡ = 𝑇൫𝑥ଵ, 𝑥ଶ,, … … . , 𝑥௡൯ is said to be an unbiased 
estimator of 𝛾(𝜃) if  

𝐸(𝑇௡) = 𝛾(𝜃), for all  𝜃 ∈ Θ. 
We have already seen that sample mean is an unbiased estimator of 
population mean. 
 
Example Show that 𝑆ଶ which is defined as follows: 

𝑆ଶ =
∑ (𝑥௜ − 𝑥̅)ଶ௡

௜ୀଵ

𝑛 − 1
. 

is an unbiased estimator of population variance σଶ. 
 
Solution: We know for a random variable Y: 

𝑉(𝑌) = 𝐸(𝑌ଶ) − 𝐸(𝑌)ଶ 
Therefore 

𝐸(𝑌ଶ) = 𝑉(𝑌) + 𝐸(𝑌)ଶ. 
Consider a sample with n units 𝑥ଵ, 𝑥ଶ, … , 𝑥௡. Then we have already 
seen that for each i=1,2,…,n𝐸(𝑥௜) = 𝜇, 𝑉(𝑥௜) = σଶ, 𝐸(𝑥̅) = 𝜇, 

and𝑉(𝑥̅) =
஢మ

௡
. Thus 

𝐸(𝑥௜
ଶ) = 𝑉(𝑥௜) + 𝐸(𝑥௜)ଶ = σଶ + 𝜇ଶ. 

And 

𝐸(𝑥̅ଶ) = 𝑉(𝑥̅) + 𝐸(𝑥̅)ଶ =
σଶ

𝑛
+ 𝜇ଶ 

Now, given statistic is 𝑆ଶ: 

𝑆ଶ =
∑ (𝑥௜ − 𝑥̅)ଶ௡

௜ୀଵ

𝑛 − 1
. 

Then 

𝐸(𝑆ଶ) = 𝐸 ቆ
∑ (𝑥௜ − 𝑥̅)ଶ௡

௜ୀଵ

𝑛 − 1
ቇ =

1

𝑛 − 1
𝐸 ൭෍(𝑥௜ − 𝑥̅)ଶ

௡

௜ୀଵ

൱ 

This implies that 

𝐸(𝑆ଶ) =
1

𝑛 − 1
 ∑௜ୀଵ

௡ [𝐸(𝑥௜
ଶ) − 𝐸(𝑥̅ଶ)]

=
1

𝑛 − 1
 ∑௜ୀଵ

௡ [σଶ + 𝜇ଶ −
σଶ

𝑛
+ 𝜇ଶ]. 
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Consequently, 

𝐸(𝑆ଶ) =
1

𝑛 − 1
 ∑௜ୀଵ

௡ ቈσଶ −
σଶ

𝑛
቉ =

1

𝑛 − 1
 ∑௜ୀଵ

௡ ቈ
(𝑛 − 1)σଶ

𝑛
቉ = σଶ. 

Thus𝑆ଶis an unbiased estimator of population variance σଶ. 
The following table is list of expectations of  some important statistics: 
 

S.N. t E(t) 
1 𝑥௜ 𝐸(𝑥௜) = 𝜇 
2 𝑥̅ 𝐸(𝑥̅) = 𝜇 
3 𝑥௜

ଶ 𝐸(𝑥௜
ଶ) = σଶ + 𝜇ଶ. 

4 𝑥̅ଶ 
𝐸(𝑥̅ଶ) =

σଶ

𝑛
+ 𝜇ଶ 

5 𝑥௜𝑥̅ 
𝐸(𝑥௜𝑥̅) =

σଶ

𝑛
+ 𝜇ଶ 

6 𝑆ଶ 𝐸(𝑆ଶ) = σଶ 
 
 
Remark:  

1. Unbiased estimator may not be exist for a parameter. 
2. There are more than one parameter for given parameter. 
3. If 𝑡ଵ and 𝑡ଶ are unbiased estimator of ϴ, then for any 0 ≤ 𝑘 ≤

1, 𝑡 = 𝑘𝑡ଵ + (1 − 𝑘)𝑡ଶ is also an unbiased estimator of ϴ. 
 

14.4.2.CONSISTENCY:- 
 
An estimator 𝑡௡ = 𝑡(𝑥ଵ, 𝑥ଶ, … , 𝑥௡)  based on a sample of size n is said 
to be consistent estimator of ϴ, if the sequence of statistic, 𝑡௡ 
converges to ϴ in probability. i.e. we say that  𝑡௡ is a consistent 
estimator of ϴ, if for every 𝜀 > 0 andδ > 0 there exists a natural 
number 𝑛଴(𝜀, δ) such that 
𝑃[|𝑡௡ − ϴ| < 𝜀] > 1 − δ;    ∀𝑛 ≥ 𝑛଴.In other words, 
𝑃[|𝑡௡ − ϴ| < 𝜀] → 1 as 𝑛 → ∞. 
As we can see in above definition, consistent estimator will come more 
closer to ϴ, if the sample size increases. 
 
Example: For each natural number n, consider 𝑥ଵ, 𝑥ଶ, … , 𝑥௡ be sample 
values. For each natural number n, let us denote sample mean by 

(𝑥̅)௡ =
∑ ௫೔

೙
೔సభ

௡
. Then by weak law of large numbers, (𝑥̅)௡ converge to μ 

(population mean). Hence sample mean is a consistent estimator of the 
population. 
 
Theorem 14.4.2.1 (Invariance property of consistent estimators): If 
𝑡௡ is a consistent estimator of 𝜃 and 𝑔(𝜃) be continuous function of 𝜃, 
then 𝑔(𝑡௡) is a consistent estimator of  𝑔(𝜃). 
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14.4.3.EFFICIENT ESTIMATOR AND EFFICIENCY:- 
 

Suppose to estimate a parameter, we have two statistics, both 
are unbiased and consistent. Yes, This case may happen. For example, 
in sampling from a normal population N(𝜇, 𝜎ଶ), when 𝜎ଶ is known, 
sample mean 𝑥̅ is an unbiased and consistent estimator of 𝜇. Therefore, 
we need some more criteria to choose a better estimator between the 
estimators which are consistent. This criterion is known as efficiency. 
The efficiency of estimators is a comparative analysis which is based 
on variance of estimators of the sampling distribution. Suppose that, 
for a parameter, we have two consistent estimators𝑡ଵ and 𝑡ଶwith 
following properties: 
    𝑉𝑎𝑟(𝑡ଵ) <  𝑉𝑎𝑟(𝑡ଶ),for all sample size. 
Then we say that 𝑡ଵ is more efficient that 𝑡ଶ. 
For a sampling from a normal population, it is known that 𝑉𝑎𝑟(𝑥̅) =
ఙమ

௡
and 𝑉𝑎𝑟(𝑀𝑒𝑑) = 1.57

ఙమ

௡
. Hence for normal distribution, sample 

mean is more efficient estimator than the sample median for 𝜇. 
Most Efficient Estimator.Suppose we have set of consistent 
estimators for a parameter, and there exists an estimator whose 
sampling variance is less than to other estimator from that set. Then 
this estimator is called the most efficient estimator among them.  
Efficiency If𝑡∗is the most efficient estimator with variance 𝑉∗ and 𝑡 is 
any other estimator with variance 𝑉 (with 𝑉 ≠ 0), then the efficiency  
𝐸(𝑡) of 𝑡is  defined as: 

𝐸(𝑡) =
𝑉∗

𝑉
. 

Remark: For a sampling from a normal population 𝑥̅ is the most 
efficient estimator of 𝜇. 
As we seen earlier, for a sampling from a normal population, 

𝑉𝑎𝑟(𝑥̅) =
ఙమ

௡
and 𝑉𝑎𝑟(𝑀𝑒𝑑) = 𝜋 𝜎ଶ (2𝑛)⁄ . Since 𝑥̅ is the most 

efficient estimator of 𝜇. Therefore 

𝐸(𝑀𝑒𝑑) =
𝑉𝑎𝑟(𝑥̅)

𝑉𝑎𝑟(𝑀𝑒𝑑)
=

𝜎ଶ 𝑛⁄

𝜋 𝜎ଶ (2𝑛)⁄
=

2

𝜋
= 0 ∙ 637 

Example: Let 𝑡 be an estimator. Then show that efficiency  0 ≤
𝐸(𝑡) ≤ 1. 
Solution: Let 𝑉 be the variance of estimator 𝑡 (with 𝑉 ≠ 0) and 𝑡∗ is 
the most efficient estimator with variance 𝑉∗ . Since 𝑡 is the most 
efficient estimator, therefore 𝑉∗ ≤ 𝑉. Also, both 𝑉∗ and 𝑉 are positive 
therefore 0 ≤ 𝐸(𝑡) ≤ 1. 
 
Minimum Variance Unbiased (M.V.U.) Estimator. 

 Consider a statistic 𝑡 = 𝑡(𝑥ଵ, 𝑥ଶ, … . . 𝑥௡),  based on sample of 
size 𝑛 with following two properties: 
i. 𝑡is unbiased for 𝜃. 
ii. 𝑡 has the smallest variance among the set of all unbiased 

estimators of 𝜃. 
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Then  𝑡 is called the minimum variance unbiased estimator 
(MVUE) of 𝜃. 
       The following theorem tell us about uniqueness properties of 
MVU estimators. 
 
Theorem14.4.3.1  .An M.V.U. is unique in the sense that if 𝑡ଵand 
𝑡ଶ are MVU estimators for 𝜃,  then 𝑡ଵ = 𝑡ଶ,  almost surely. 
 
Proof.We are given that 
  𝐸(𝑡ଵ) = 𝐸(𝑡ଶ) =  𝜃  
And 𝑉𝑎𝑟(𝑡ଵ) = 𝑉𝑎𝑟(𝑡ଶ)     

Consider a new estimator, 𝑡 =
ଵ

ଶ
(𝑡ଵ + 𝑡ଶ) 

Then 

𝐸(𝑡) =
1

2
𝐸(𝑡ଵ + 𝑡ଶ) =

1

2
[𝐸(𝑡ଵ) + 𝐸(𝑡ଶ)] = 𝜃 

Thus 𝑡 is also an unbiased estimator of 𝜃. And 

𝑉𝑎𝑟(𝑡) = 𝑉𝑎𝑟 ൤
1

2
(𝑡ଵ + 𝑡ଶ)൨ =

1

4
𝑉𝑎𝑟(𝑡ଵ + 𝑡ଶ) 

                            = 
ଵ

ସ
[𝑉𝑎𝑟(𝑡ଵ) + 𝑉𝑎𝑟(𝑡ଶ) + 2𝐶𝑜𝑣(𝑡ଵ, 𝑡ଶ)] 

                            = 
ଵ

ସ
ൣ𝑉𝑎𝑟(𝑡ଵ) + 𝑉𝑎𝑟(𝑡ଶ) + 2𝜌ඥ𝑉𝑎𝑟(𝑡ଵ)𝑉𝑎𝑟(𝑡ଶ)൧ 

                                                   =
1

2
 𝑉𝑎𝑟(𝑡ଵ)(1 + 𝜌), 

where𝜌 is Karl Pearson’s co-efficient of correlation between 𝑡ଵand 
𝑡ଶ . Since 𝑡ଵis MUV estimator, therefore 𝑉𝑎𝑟(𝑡ଵ) ≤ 𝑉𝑎𝑟(𝑡). This 
gives 

𝑉𝑎𝑟(𝑡ଵ) ≤
1

2
 𝑉𝑎𝑟(𝑡ଵ)(1 + 𝜌) 

And hence    𝜌 ≥ 1.  Note that if 𝜌 is Karl Pearson’s co-efficient, then 
| 𝜌 | ≤ 1. Thus in present case we must have  𝜌 = 1.  This implies that 
𝑡ଵ and 𝑡ଶ have linear relation of the form: 𝑡ଶ = 𝑎 + 𝑏𝑡ଵ, where    𝑎 and 
𝑏 are constants, independent of sample values 𝑥ଵ, 𝑥ଶ, … … 𝑥௡ but may 
depend on parameter 𝜃. Since 𝑡ଶ = 𝑎 + 𝑏𝑡ଵ, taking expectation on both 
sides we have, 𝜃 = 𝑎 + 𝑏𝜃. 
And  𝑉𝑎𝑟(𝑡ଶ) = 𝑉𝑎𝑟(𝑎 + 𝑏𝑡ଵ) = 𝑏ଶ𝑉𝑎𝑟(𝑡ଵ) 

⇒ 𝑏ଶ = 1     {∵ 𝑉𝑎𝑟(𝑡ଵ) = 𝑉𝑎𝑟(𝑡ଶ)} 
⇒ b = ±1. 

But here, 𝜌 = 1. Therefore the coefficient of regression of 𝑡ଵ and 𝑡ଶ 
must be positive. Hence b= 1. This implies that  a =  0. Consequently, 
we get 𝑡ଵ = 𝑡ଶ. 
 

14.4.4. SUFFICIENCY:- 
  
An estimator is said to be sufficient for a parameter. if it contains all 
the information in the sample regarding the parameter. More precisely, 
if 𝑡 =  𝑡(𝑥ଵ, 𝑥ଶ, … … 𝑥௡) is an estimator of a parameter 𝜃, based on a 
sample 𝑥ଵ, 𝑥ଶ, … … 𝑥௡, of size 𝑛 from the population with p.d.f. 𝑓(𝑥, 𝜃) 
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such that the conditional distribution of 𝑥ଵ, 𝑥ଶ, … … 𝑥௡ given 𝑡,is 
independent of 𝜃, then 𝑡 is sufficient estimator for 𝜃. 
 To understand the concept of sufficiency, consider a random 
sample 𝑥ଵ, 𝑥ଶ, … … 𝑥௡ from a Bernoulli population with parameter 𝑝, 
where  0 < 𝑝 < 1.Clearly each 𝑥௜′s follows the distribution of 
population. Therefore, for each 𝑖 = 1,2, … . , 𝑛 

𝑥௜ = ൜
 1, with probability 𝑝              

  0, with probability (1 −  𝑝).
  

  
Define a statistic 𝑡 = 𝑥ଵ + 𝑥ଶ+, … … +𝑥௡. Then 𝑡 follows binomial 
distribution 𝐵(𝑛, 𝑝).And hence for 0 ≤ 𝑘 ≤ 𝑛, 

  𝑃(𝑡 = 𝑘) = ቀ
𝑛

𝑘
ቁ 𝑝௞(1 − 𝑝)௡ି௞ 

Further the conditional distribution of (𝑥ଵ, 𝑥ଶ, … … 𝑥௡)  given 𝑡  is 

𝑃(𝑥ଵ ∩ 𝑥ଶ ∩ … ∩ 𝑥௡|𝑡 = 𝑘) =
𝑃(𝑥ଵ ∩ 𝑥ଶ ∩ … ∩ 𝑥௡ ∩ 𝑡 = 𝑘)

𝑃(𝑡 = 𝑘)
 

=

⎩
⎪
⎨

⎪
⎧

𝑝௞(1 − 𝑝)௡ି௞

൫௡
௞

൯𝑝௞(1 − 𝑝)௡ି௞
=

1

൫௡
௞

൯

0, if ෍ 𝑥௜ ≠ 𝑘

௡

௜ୀଵ

  

 
Since the conditional distribution of (𝑥ଵ, 𝑥ଶ, … … 𝑥௡) given 𝑡,   does not 
depend on parameter 𝑝, therefore statistic 𝑡 = ∑ 𝑥௜

௡
௜ୀଵ  is sufficient 

estimator for parameter 𝑝. 
 
Theorem14.4.4.1 Neyman Factorization Theorem.:The necessary 
and sufficient condition for a distribution to admit sufficient statistic is 
provided by the 'factorization theorem' due to Neyman.  
Statement𝑇 =  𝑡(𝑥) is sufficient for 𝜃 if and only if the joint density 
function L (say), of the sample values can be expressed in the form  
 𝐿 = g𝜃[𝑡(𝑥)]. ℎ(𝑥) 
where (as indicated) g𝜃 [t(x)] depends on 𝜃 and 𝑥 only through the 
value of 𝑡(𝑥)and ℎ(𝑥) is independent of 𝜃.  
 
Invariance Property of Sufficient Estimator.If T is a sufficient 
estimator for the parameter θ and if φ(T) is a one to one function of T, 
then φ (T) is sufficient for φ (θ). 
 
 
Fisher-Neyman Criterion. A statistic 𝑡ଵ = 𝑡ଶ(𝑥ଵ, 𝑥ଶ, … … 𝑥௡) is 
sufficient estimator of parameter 0 if and only if the likelihood 
function (joint p.df. of the sample) can be expressed as: 
                        L=∏ 𝑓(𝑥ଵ, 𝜃)௡

௜ୀଵ  
 = gଵ(𝑡ଵ, 𝜃). 𝑘(𝑥ଵ, 𝑥ଶ, … … 𝑥௡) 
wheregଵ(𝑡ଵ, 𝜃) is the 𝜌. 𝑑. 𝑓. of statistic 𝑡ଵ and 𝑘(𝑥ଵ, 𝑥ଶ, … … 𝑥௡) is a 
function of sample observations only independent of 𝜃. Note that this 
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method requires the working out of the p.d.f. (p.m.f.) of the  
statistic𝑡ଵୀ𝑡(𝑥ଵ, 𝑥ଶ, … … 𝑥௡), which is not always easy. 
Example: Let 𝑥ଵ, 𝑥ଶ, … … 𝑥௡ be a random sample from 𝑁(𝜇, 𝜎ଶ) 
population. Find sufficient estimators for 𝜇 𝑎𝑛𝑑 𝜎ଶ. 
Solution. Let us write 

𝜃 = (𝜇, 𝜎ଶ); −∞ < 𝜇 < ∞, 0 < 𝜎ଶ < ∞ 

Then , L=∏ 𝑓ఏ(𝑥௜) = ቀ
ଵ

ఙ√ଶగ
ቁ

௡
௡
௜ୀଵ . exp [−

ଵ

ଶఙమ
∑ (𝑥௜ − 𝜇)ଶ]௡

௜ୀଵ  

                         =ቀ
ଵ

ఙ√ଶగ
ቁ

௡

. exp [−
ଵ

ଶఙమ
∑ 𝑥௜

ଶ − 2𝜇 ∑ 𝑥௜ + 𝑛𝜇ଶ]௡
௜ୀଵ  

               =gఏ[𝑡(x).h(x)] 

Where   gఏ[𝑡(x)]=ቀ
ଵ

ఙ√ଶగ
ቁ

௡

. exp [−
ଵ

ଶఙమ {𝑡ଵ(𝑥) − 2𝜇𝑡ଶ(𝑥) + 𝑛𝜇ଶ 

 𝑡(x)=[𝑡ଵ(𝑥), 𝑡ଶ(𝑥)]=( ∑ 𝑥௜,∑ 𝑥௜
ଶ) and h(x)=1 

           Thus    𝑡(x)=∑ 𝑥௜ is sufficient for 𝜇 and 𝑡ଶ(𝑥)=∑ 𝑥௜
ଶ, is 

sufficient for 𝜎ଶ. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

14.5.SOLVED EXAMPLES:- 
 
Example 14.5.1.Consider a random sample 𝑋ଵ, 𝑋ଶ, … , 𝑋௡ from a 
population which follows Bernoulli distribution with parameter 𝑝 (i.e. 
if 𝑋 is population variate, then 𝑋 take the value 1 with probability 𝑝 

Check your Progress 

1. Properties of a good point estimator includes which of the following? 
A. Stationarity 
B. Efficiency 
C. Consistency 
D. Neutrality 
E. Unbiasedness 

Choose the correct answer from the options given below: 
i A, B and C only  

ii C, D and E only 
iii A, D and E only 
iv B, C and E only 

2. A point estimate is a single value used to estimate a population parameter T\F. 
3. A point estimate is a range of values used to estimate a population parameter T\F. 
4.An interval estimate is a single value used to estimate a population   Parameter 
T\F. 
5.An interval estimate is a range of values used to estimate a population   Parameter 
T\F. 
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and the take the value 0 with probability (1 − 𝑝). Let 𝑡 =
∑ ௫೔

೙
೔సభ

௡
×

ቀ1 −
∑ ௫೔

೙
೔సభ

௡
ቁ. Then 𝑡 is a consistent estimator of 𝑝(1 − 𝑝). 

 
Solution. Given that 𝑋ଵ, 𝑋ଶ, … , 𝑋௡ are i.i.d Bernoulli r.v. with 
parameter 𝑝. Here define 𝑡ଵ = ∑ 𝑥௜

௡
௜ୀଵ . Then 𝑡ଵ follows binomial 

distribution 𝐵(𝑛, 𝑝). It is well known that 𝐸(𝑡ଵ) =  𝑛𝑝and  𝑉𝑎𝑟(𝑡ଵ) =
𝑛𝑝(1 − 𝑝). Also, in the present case the sample mean is  

𝑋ത =  
1

𝑛
෍ 𝑥௜

௡

௜ୀଵ

=
𝑡ଵ

𝑛
. 

This implies that 𝐸(𝑋ത) =  
ଵ

௡
 𝐸 (𝑡ଵ) =

ଵ

௡
 ×  𝑛𝑝 =  𝑝 and 𝑉𝑎𝑟 (𝑋ത)  =

 𝑉𝑎𝑟 (𝑡ଵ/𝑛)  =   
ଵ

௡మ . 𝑉𝑎𝑟 (𝑡ଵ) =  
௣(ଵି௣)

௡
. 

From above two equations  𝐸(𝑋ത) → 𝑝 and 𝑉𝑎𝑟(𝑋ത) → 0, as 𝑛 → ∞. 
Therefore, 𝑋ത is a consistent estimator of 𝑝. Also we have given that 

𝑡 =
∑ ௫೔

೙
೔సభ

௡
× ቀ1 −

∑ ௫೔
೙
೔సభ

௡
ቁ. Then 𝑡 = 𝑋ത(1 − 𝑋ത).  Since 𝑋ത is consistent 

estimator of 𝑝̅, therefore by the invariance property of consistent 
estimators 𝑋ത(1 − 𝑋ത) is a consistent estimator of 𝑝(1 − 𝑝). 
 
Example 14.5.2: Consider a random sample of size 5: 
𝑋ଵ, 𝑋ଶ, 𝑋ଷ, 𝑋ସ, 𝑋ହ  drawn from a normal population with unknown 
mean 𝜇.  Consider the following estimators for population mean 𝜇: 

i. 𝑡ଵ =
௑భା௑మା௑యା௑రା௑ఱ

ହ
 

ii. 𝑡ଶ =
௑భା௑మ

ଶ
+𝑋ଷ 

iii. 𝑡ଷ =
ଶ௑భା௑మା஛௑య

ଷ
 

where λ is such that 𝑡ଷ is an unbiased estimator of 𝜇. Find the value of 
λ. Find whether 𝑡ଵ and 𝑡ଶ are unbiased or not. Which estimator  is best 
among 𝑡ଵ, 𝑡ଶ and 𝑡ଷ for 𝜇, give explanation. 
 
Solution.   Let variance of the population is 𝜎ଶ.  We already know that 
𝐸(𝑋௜) =  𝜇, 𝑉𝑎𝑟(𝑋௜) = 𝜎ଶ and  𝐶𝑜𝑣 ൫𝑋௜, 𝑋௝൯ = 0, for each ( 𝑖 ≠ 𝑗 =

1,2, … , 𝑛). 

Now,𝐸(𝑡ଵ) =  𝐸 ቀ
௑భା௑మା௑యା௑రା௑ఱ

ହ
ቁ =

ଵ

ହ
[𝐸(𝑋ଵ) + 𝐸(𝑋ଶ) + 𝐸(𝑋ଷ) +

𝐸(𝑋ସ) + 𝐸(𝑋ହ)]   =
ଵ

ହ
[𝜇 + 𝜇 + 𝜇 + 𝜇 + 𝜇] = 𝜇. 

Hence 𝑡ଵis an unbiased estimator of  𝜇.Again, 

𝐸(𝑡ଶ) =  𝐸 ൬
𝑋ଵ + 𝑋ଶ

2
+𝑋ଷ൰ =

1

2
[𝐸(𝑋ଵ) + 𝐸(𝑋ଶ)] + 𝐸(𝑋ଷ) 

                                                                          =
1

2
[𝜇 + 𝜇] + 𝜇 = 2𝜇. 

Thus 𝑡ଶis not an unbiased estimator of  𝜇. To find the value of  λ for 
which 𝑡ଷ is an unbiased estimator 𝐸(𝑡ଷ) =  𝜇.This implies 

𝐸 ቀ
ଶ௑భା௑మା஛௑య

ଷ
ቁ =  𝜇. Which gives 2𝐸(𝑋ଵ) + 𝐸(𝑋ଶ) + λ𝐸(𝑋ଷ) =  3𝜇 

i.e. 2𝜇 + 𝜇 + λ𝜇 =  3𝜇 ⇒  λ = 0. Now, consider the λ = 0. Then  
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𝑉𝑎𝑟(𝑡ଵ) =  𝑉𝑎𝑟 ൬
𝑋ଵ + 𝑋ଶ + 𝑋ଷ + 𝑋ସ + 𝑋ହ

5
൰

=
1

25
[𝑉𝑎𝑟(𝑋ଵ) + 𝑉𝑎𝑟(𝑋ଶ) + ⋯ + 𝑉𝑎𝑟(𝑋ହ)]  

                               =
1

25
[𝜎ଶ + 𝜎ଶ + 𝜎ଶ + 𝜎ଶ + 𝜎ଶ] =

1

5
𝜎ଶ. 

Similarly, 𝑉𝑎𝑟(𝑡ଶ) =  𝑉𝑎𝑟 ቀ
௑భା௑మ

ଶ
+𝑋ଷቁ 

                            =  
1

4
𝑉𝑎𝑟(𝑋ଵ + 𝑋ଶ) + 𝑉𝑎𝑟(𝑋ଷ) 

                           =  
1

4
[𝑉𝑎𝑟(𝑋ଵ) + 𝑉𝑎𝑟(𝑋ଶ)] + 𝑉𝑎𝑟(𝑋ଷ) 

=  
ଵ

ସ
[𝜎ଶ + 𝜎ଶ] + 𝜎ଶ =

ଷ

ଶ
𝜎ଶand𝑉𝑎𝑟(𝑡ଷ) =  𝑉𝑎𝑟 ቀ

ଶ௑భା௑మ

ଷ
ቁ =

 
ସ

ଽ
𝑉𝑎𝑟(𝑋ଵ) +

ଵ

ଽ
𝑉𝑎𝑟(𝑋ଶ) 

=  
4

9
𝜎ଶ +

1

9
𝜎ଶ =

5

9
𝜎ଶ. 

After the consideration of λ = 0, only 𝑡ଵ and 𝑡ଷ are unbiased 
estimator, out of which variance of 𝑡ଵ is lesser.  Therefore 𝑡ଵ is the 
best estimator (in between 𝑡ଵ, 𝑡ଶand 𝑡ଷ) of 𝜇. 
 
Example 14.5.3. Consider a random sample of size 3: 𝑋ଵ, 𝑋ଶ, 𝑋ଷ 
from a population with mean value μ and variance 𝜎ଶ. Let 
𝑡ଵ, 𝑡ଶ, 𝑡ଷbe the estimators for 𝜇 defined as: 

𝑡ଵ = 𝑋ଵ + 𝑋ଶ − 𝑋ଷ,  𝑡ଶ = 2𝑋ଵ + 3𝑋ଷ − 4𝑋ଶ and 𝑡ଷ = (𝜆𝑋ଵ +
𝑋ଶ + 𝑋ଷ)/3 

 In between 𝑡ଵ, 𝑡ଶand 𝑡ଷ, which are unbiased estimators? For 
what value of λ  𝑡ଷ, is an unbiased estimator for μ. And for this 
value of λ, check that 𝑡ଷ is consistent estimator or not. And finally 
decide that, in between 𝑡ଵ, 𝑡ଶand 𝑡ଷ,  which is the best estimator for 
𝜇. 
 

Solution: As we discussed in previous problem, 𝑋ଵ𝑋ଶ, 𝑋ଷ is a random 
sample from a population with mean μ and variance 𝜎², therefore for 
each 𝑖 = 1,2, … . , 𝑛 𝐸(𝑋௜) =  μ,   𝑉𝑎𝑟(𝑋௜) = 𝜎ଶ. And𝐶𝑜𝑣 ൫𝑋௜, 𝑋௝൯ =

0, (𝑖 ≠ 𝑗 = 1,2, … . , 𝑛).Now to check unbiasedness of  𝑡ଵ, 𝑡ଶand 𝑡ଷ:     
𝐸(𝑡ଵ)  =  𝐸(𝑋₁)  +  𝐸(𝑋₂)  −  𝐸(𝑋ଷ)  =  𝜇 +  𝜇 − 𝜇 = 𝜇 . This 
implies that,  𝑡ଵis an unbiased estimator of μ. 𝐸(𝑡ଶ)  =  2𝐸(𝑋₁) +
3𝐸(𝑋ଷ) − 4𝐸(𝑋ଶ)  =  2µ + 3𝜇 − 4𝜇 = 𝜇Hence 𝑡ଶ  is also an unbiased 
estimator for μ.For the value of λ we are given that 𝐸(𝑡ଷ)  =  µ.i.e. 
ଵ

ଷ
[𝜆𝐸(𝑋ଵ) + 𝐸(𝑋ଶ) +  𝐸(𝑋ଷ)] =  µ.Which further gives that

ଵ

ଷ
[𝜆μ +

μ +  μ] =  µ ⇒  λ = 1.Thus, for λ = 1𝑡ଷ is an unbiased estimator.Now 

for λ = 1, 𝑡ଷ =
௑భା௑మା௑య

ଷ
 = 𝑋ത. i.e. 𝑡ଷ is sample mean. And by Weak 

Law of Large Numbers, we already know that sample mean is a 
consistent estimator of population mean µ. Therefore 𝑡ଷ is a consistent 
estimator of µ.Further to check best estimator among 𝑡ଵ, 𝑡ଶ and 𝑡ଷ 
(withλ = 1): 𝑉𝑎𝑟(𝑡ଵ) = 𝑉𝑎𝑟(𝑋ଵ) + 𝑉𝑎𝑟(𝑋ଶ) + 𝑉𝑎𝑟(𝑋ଷ) = 3𝜎ଶ, 

𝑉𝑎𝑟(𝑡ଶ) = 4𝑉𝑎𝑟(𝑋ଵ) + 9𝑉𝑎𝑟(𝑋ଶ) + 16𝑉𝑎𝑟(𝑋ଷ) = 29𝜎ଶ, 
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and                𝑉𝑎𝑟(𝑡ଷ) =
ଵ

ଽ
[𝑉𝑎𝑟(𝑋ଵ) + 𝑉𝑎𝑟(𝑋ଶ) + 𝑉𝑎𝑟(𝑋ଷ)] =

ଵ

ଷ
𝜎ଶ. 

Since 𝑉𝑎𝑟(𝑡ଷ) is minimum, therefore 𝑡ଷ  is the best estimator in the 
sence of minimum variance. 
 

14.6.SUMMARY: - 
 
In this unit, we have studied the basic terminology of sample and 
population. We have also read the types of sampling. And in the last 
we have introduced the notion of estimates, statistic and parameter. 
 

14.7.GLOSSARY:- 
 
(i) Point Estimator 
(ii) Unbiasedness 
(iii) Consistency  
(iv) Efficiency 
(v) Sufficiency 
(vi) Random sample 
(vii) Mean 
(viii) Variance 
(ix) Statistic 
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14.10 TERMINAL QUESTIONS:- 
 
TQ 14.10.1 If 𝑡 is an unbiased estimator for 𝜃. show that 𝑡ଶ is 
unbiased estimator for 𝜃ଶ. 
 

TQ 14.10.2 Show that
{∑𝒙𝒊(∑𝒙𝒊ି𝟏)}

𝒏(𝒏ି𝟏)
is an unbiased estimator of𝜃ଶ, for 

sample 𝑥ଵ, 𝑥ଶ,, … … . , 𝑥௡ drawn on X which takes the values 1 or 0 with 
respective probabilities 𝜃 and (1 − 𝜃). 
 
TQ 14.10.3 (i).Show that if a most efficient estimator 𝐴 and a 
lessefficient estimator 𝐵 with efficiency 𝑒 tend to joint normality for 
large samples, then 𝐵 −  𝐴 tends to zero correlation with 𝐴. 
 
(ii).Show that the error in 𝐵 may be regarded as composed (for large 
samples) of two parts which are independent, the error in 𝐴 and the 
error in(𝐵 − 𝐴). 
 
TQ 14.10.4 If𝑡ଵ 𝑎𝑛𝑑 𝑡ଶ are two unbiased estimators of 𝜃, having the 
same variance and 𝜌 correlation between them, then show that 
𝜌 ≥ 2𝑒 − 1, whare 𝑒 is the efficiency of each estimator. 
 
TQ 14.10.5Let 𝑥ଵ, 𝑥ଶ,, … … . , 𝑥௡  be a random sample from 
𝑁(𝜇, 𝜎ଶ)population, Find sufficient estimators for𝜇 and𝜎ଶ. 
 
TQ 14.10.6 Let𝑥ଵ, 𝑥ଶ,, … … . , 𝑥௡  be a random sample from a 
population with p.d.f.  
𝑓(𝑥, 𝜃) = 𝜃𝑥ఏିଵ, 0 < 𝑥 < 1, 𝜃 > 0. Show that 𝑡 = ∏ 𝑥௜

௡
௜  is sufficient 

for 𝜃. 
 

14.11. ANSWER:- 
 
Answer of check your progress:- 
 
CYQ 1 Option 4. 
CYQ 2 True 
CYQ 3False 
CYQ 4False 
CYQ 5 True 
Answer of Terminal Questions:-  
 
TQ 14.10.5. ∑𝑥௜  is sufficient for 𝜇 and ∑𝑥௜

ଶ is sufficient for   𝜎ଶ. 
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Table 1: Normal Table 
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Table2: 𝐭 − 𝐃𝐢𝐬𝐭𝐫𝐢𝐛𝐮𝐭𝐢𝐨𝐧 table 
 

Significant level (𝛂) 
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Table 3: 𝑭 −Distribution Table 
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Table 4: CHI-SQUARE Table 
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